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1. Topics

(a) Measure-Theoretical Probability. Convergence in distribution, convergence in probability,
almost sure convergence, delta method, law of large numbers, central limit theorem, order
statistics, transformation of random variables.

(b) Point Estimation.

• maximum likelihood estimator, method of moments estimator, unbiased estimator,
Fisher information, Cramèr-Rao inequality, minimum variance unbiased estimator
(best unbiased estimator), efficiency, relative efficiency;

• sufficient and minimal sufficient statistics, factorization criterion, exponential family,
ancillary and complete statistics;

• loss function, mean squared error, prior and posterior distributions, conjugate families
of distributions, bayesian estimator;

(c) Interval Estimation.

• methods of finding interval estimators: pivotal quantity, inverting the test statistic,
pivoting the cumulative distribution function, bayesian interval;

• methods of evaluating interval estimators: coverage probability;

(d) Hypothesis Testing.

• methods of finding tests: likelihood ratio test, bayesian test;
• methods of evaluating tests: type I and type II errors, power of a test, uniformly

most powerful test, Neyman-Pearson lemma p-value.
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