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Directions: Work 7 out of the following 10 problems.

1. Prove Student’s Theorem: Let X, ..., X, be iid random variables each having a normal
distribution with mean u and variance ¢o’. Define the random variables

R [ 1 z _
X=—>X and S°=— > (X, -X)*
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then

a) X has a N(u,0"/n) distribution.
b) X and $° are independent
¢) (n-1)S°/0" has a )’ (n-1) distribution.

X -
d) The random variable T = S/ f has a Student’s #-distribution with n-/ degrees of freedom.
n

2. Let X},...X,, be a random sample from a distribution with pdf
f(x:0) = 0°xe™, x>0, 6>0.

a) Find the MLE for 6.

b) Find the Rao-Cramer lower bound for estimating 6.

c) Isthe MLE from part a. efficient? Show your work.

3. A random variable X is said to have a Weibull(A,2) distribution if it has pdf
2X _(wa)
fX(x)=)L—)2€e WA x =20

a) Find the sufficient statistic for 4 using the Neyman factorization theorem. Verify your result
using the definition of sufficiency.

b) Find the UMVUE for 4’ (HINT: Use transformation).

c¢) Use the weak law of large numbers to find a consistent estimator for 4.

d) Use the delta method to derive the asymptotic distribution of a scaled version of your answer
to c.

4. Let X;~Gamma(1,2) and X,~Gamma(2,2).

a) Find the joint distribution of ¥, =X, +X, and Y, = X, .
X, +X,
b) Find the marginal pdf of ¥,. What kind of distribution is this?

¢) Find E(Y>).

5. Verify that the distribution of the likelihood ratio statistic under normal N(u,o”) sampling is
exactly )(2 (1).



6. We are interested in randomizing one or more of the parameters in a parametric probability
model. Consider randomizing the success parameter in the Bernoulli trials. Suppose that P;
has the beta distribution on the interval (0, 1) with positive parameters (a, ), which is known
to be left and right parameters. Suppose that X = (X;, X5, ... X;,) is a sequence of indicator
random variables with the property that X is a conditionally independent sequence given
Pi = Di, with

P(Xl =1 | Pi = pl) = Di, Di € (0,1),l = 1,2, e, L

Now let the number of successes in the first n trials be

n
Yn = Z Xi
i=1
Then,

a) Find the expectation of Y,, and variance of Y,,.
b) Find the joint pdf of P; and Y,,.
¢) Find the marginal distribution of Y,,.

7. Let X be a random variable and My (t) be the moment generating function (mgf) of X.
a) Show that My (t) = exp[tE (X)], for all t for which the mgf is defined.
b) Prove that P(X = 0) < My (t), for all t > 0 for which the mgf is defined.
¢) What are general conditions on a function h(t, x) such that
P(X = 0) < E[h(t, X)],
for all t = 0, for which E[h(t, X)] exists.

8. Color blindness (or, more accurately, color vision deficiency) is an inherited condition that
affects males more frequently than females. According to Prevent Blindness America, an
estimated 8 percent of males and less than 1 percent of females have color vision problems.

a) How large must a sample be if the probability of it containing a color-blind male is to be .95
or more?

b) How large must a sample be if the probability of it containing a color-blind female is to be .95
or more?

9. Consider a sequence of RVs defined on the same probability space where
1
P(X,=1) == 1-PX,=0)

a) Show that X, converges in distribution to a random variable X. Also find the CDF of X.
b) Show that X,, converges in probability to a random variable X.

10. Let Xy, ..., X Y4, ..., Y, beiid as U(0,0) and U(0, @), respectively. If n > 1, determine the
UMVUE of 8/¢.



