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Background Information
 In 2018, insurance sectors worldwide amassed a revenue 

exceeding $5 trillion.
 Types of insurance fraud

 staged accidents
 fake claims
 exaggerated claims. 
 Each type of fraud requires a different approach to detection, 

and machine learning can be used to develop targeted 
models for each type.
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Why Predict

1. Cost-saving:
1. Save insurance companies a significant amount of money. 
2. The ability for insurance companies to conduct more 

accurate policy pricing
2. Improved customer service:

1. Fraudulent claims take time and resources to investigate, 
and they can delay the processing of legitimate claims. 

3. Risk management: 
1. Insurance companies use fraud prediction models to 

identify high-risk areas and customers. This allows them to 
implement preventative measures to reduce the risk of 
fraud, such as increasing premiums or requiring additional 
verification steps.
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Development

 Machine learning is a useful tool for detecting insurance fraud, 
since it can analyze vast amounts of data and identify 
patterns that may be identify fraudulent activity.

 Machine learning techniques can used on historical data to 
recognize patterns of fraudulent behavior, which can also be 
updated in real-time to adapt to changing fraud patterns.
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Data
 https://www.kaggle.com/datasets

/buntyshah/auto-insurance-claims-
data

 39 Variables

 Focus on the following 5:

 Age

 Sex

 Marital Status

 Police Report Filed

 Total Claim amount
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https://www.kaggle.com/datasets/buntyshah/auto-insurance-claims-data


Type of Methods

 Naive Bayes
 Binary

 Artificial Neural Network
 Binary 
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SAS Naive Bayes Binary Classification
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SAS Naive Bayes Binary Classification
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SAS Naive Bayes Binary Classification
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SAS Code:
ANN – Binary 
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SAS Code:
ANN – Binary 

Prediction 
Accuracy 
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R Code Naive Bayes Binary Classification
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R Code Naive Bayes Binary Classification
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R Code:
Artificial Neural Network
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R Code: Artificial Neural Network
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R Code: Artificial Neural Network

 ANN with TANH accuracy = 72.6%
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Summary of Results compared

 R Code:

 75.79%

 SAS Code

 72.6%

ANN- Binary
 R Code:

 ANN with TANH accuracy = 72.6%

 SAS Code

 75.33%
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Future Work

 I will use this set in a combination with a different set 
using Logistic regression.

 This is a very simple idea of predicting as there are can 
involve complex schemes and multiple parties. 

 Some common machine learning techniques used in 
insurance fraud detection include anomaly detection, 
clustering, and classification.(Need better datasets).
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Thank You!
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