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12.1 Review of Basics of Human Inference Abilities 
Chapter 5 introduces a general characterization of human inference abilities and their typical deployment.  After that 
general introduction Chapter 5 focuses primarily upon deductive inferences and human deductive inference abilities.  
This chapter’s focus revolves around inductive inferences and a few of the System 1 inference heuristics thought to 
shape human inference abilities with an eye to understanding the inferential strategies of these heuristics as well as 
their potential biases and limitations.  However, before narrowing its focus to inductive inferences this chapter reviews 
some of the main ideas from the first inference chapter—Chapter 5.  The first eight sections of this chapter review the 
basic framework introduced in the Chapter 5.  Students may feel tempted to skip the review sections.  Nevertheless, I 
encourage students to review this material.  A thorough understanding of human inference abilities, inabilities, and 
biases it will facilitate comprehension of new material.  Moreover, a thorough understanding of human inference 
abilities, inabilities, and biases is a central pillar upon which students can build more complete, consistent, and 
systematic worldviews as well as utilize those worldviews to craft more optimal inferences and decisions. 
 
12.2 Characterizing Inferences 
Beginning with Chapter 1 and continuing through the current chapter this text and course emphasize the distinction 
between innate human inference and decision-making processes and the formal artifacts created by thinkers 
throughout the last three millennia.  These inferential and decision-making artifacts often function as bug fixes and 
workarounds for those problems and/or those circumstances for which native human reasoning processes prove less 
than optimal.  Understanding the difference in strategies as well as costs and benefits between native reasoning 
processes and those formal artifacts gives students a chance to anticipate potential pitfalls and to adopt, at least 
sometimes, more optimal approaches to inference and decision problems.  Therefore, this chapter begins by reviewing 
that basic distinction between inferences and formal inference systems. 
 
12.2.a The Pervasiveness of Inferences 
Chapter 5 argues that inferences pervade every aspect of every moment of every day.  For instance, when people play 
basketball their visual systems processes reflected and projected light to identify the basket and its position in  

three-dimensional space.  These visual inferences occur 
completely outside of conscious awareness; only the results of 
these inferences can enter consciousness through visual 
working memory.  When people shoot a basket, in contrast, 
they engage in semi-conscious inferences.  They are conscious 
of their intent to shoot a basket and the position of the basket.  
They might even think about aspects of their movements 
consciously.  But, their brains coordinate their movements using 
vision without their ever consciously planning out those 
movements.  Indeed, the extent of our unconscious motor 
planning becomes evident in the video (left) when basketball 
players don prismatic goggles that shift their vision thirty 
degrees to the right.  The players suddenly can’t sink a basket--
their unconscious inferences breakdown.  These players must 

shift their movement more strongly towards conscious control in order to override their unconscious visual processing 
until their brain engages in visual adaptation.  When the goggles come off, the problem emerges all over again.   Of 
course, we also engage in conscious inferences.  For instance, we may consciously plan our day ahead of time to allow 
for some time on the basketball court.  Despite the ubiquitous nature of inferences, few people can readily answer three 
basic questions regarding inferences.  (1) What are inferences? (2) What are the functions of inferences? (3) What are 

 
Dan Simons gives NYC basketball league players prismatic goggles that 
shift the visual scene thirty degrees to the right. 




the goals of inferences?  Hopefully, this text and course provides answers that have found their way into your 
worldview.  The next sections ask and answer these three fundamental questions. 

12.2.b What Are Inferences? 
Recall that the inferences chapter characterizes inferences as psychological processes that transform information.  
Specifically, inferences transform available and explicit information to create new available and explicit information.  
When information gets encoded in a fashion that allows our brains to use that information for the task at hand, the 
information becomes explicit.   When an inferential process has access to information, the information is available.   An 
analogy might help make these ideas clearer.  Imagine that you receive a check from your grandmother and you go to 
deposit it in the bank.  The bank informs you that your funds will be available in two days.  In other words, it may be 
your money, but you don’t have access to it at the moment.  When an inferential process cannot access information, say 
you can’t remember the conjunction rule for to a quiz question, that information is unavailable in much the same way 
your deposit is unavailable.   Now, suppose that you go to the bank after two days and withdraw half of the money from 
your grandmother’s check.  However, the bank teller gives you euros instead of dollars.  You have your money, but it is 
not in a form you can spend.  Your money is the financial equivalent of implicit information.   When you complain, the 
teller exchanges the euros for an equivalent sum in dollars.  Now your money has become financially explicit, you are 
free to spend it at the store.  When information gets encoded in a manner that an inference process cannot utilize, that 
information is implicit information.  To illustrate the difference between implicit and explicit information consider the 
following puzzle: 

To get to school Olivia drives west 5 miles turns left and drives 15 miles turns left and drives 25 miles then turns 
right and drives 5 miles.  What’s the shortest distance between Olivia and her school and in what direction is her 
school relative to her house? 

The Olivia vignette provides all the information necessary to discover the answer.  However, the information remains 
implicit in the vignette.  The movie (below) presents the information in a fashion that explicitly represents the 

information needed to determine the solution.  The 
graphic representation of the Olivia problem, in 
contrast to the vignette representation, makes the 
solution explicit.  If you know the Pythagorean 
Theorem and use a drawing to make the route 
explicit, you should be able to answer this question.     

Similarly, the two different ways of writing pi, π and 
3.14159…, make different information explicit.  The 
symbol π refers to the mathematical constant, the 
value of which is determined by the ratio of a circle's 
circumference to its diameter.  Using the symbol, π, 
allows one to explicitly refer to that constant in a 
manner that allows one to, for example, write the 

equation for the area of a circle:  A = π r2.  However, the symbol does not make the value of that constant explicit.  As a 
result, one cannot calculate the area of a circle unless one uses the decimal approximation of pi.  The decimal 
approximation makes the value of the constant (partially) explicit. The table below illustrates the relationship between 
explicit and available information: 

 
Type of Information 

Explicitly Encoded Implicitly Encoded Not Encoded 
Type of Accessibility Immediate Inaccessible Inaccessible Inaccessible 

Availability Status Available Unavailable Unavailable Unavailable 

 
Movie showing how making the information in the vignette explicit in a diagram makes 
solving the problem much easier. 






One can usefully characterize inferences as processes transforming information encoded in one’s brain.  In order to 
make an inference that information must be explicit and available to the inferential process.  Neither the inferential 
process nor the information need enter conscious awareness.  You remain unaware of the inferences made by, for 
instance, your vestibular system.  Rather, the vestibular system needs access to the information from the inner ear 
(availability) and the information must be encoded in a manner that allows it to exploit that information (explicit) to 
determine your spatial orientation and bodily balance.  Thus, inferences occur at many levels; unconsciously as with 
visual recognition, semi-consciously as with inferences about shooting baskets, as well as explicitly and consciously as 
when solving math problems or planning one’s day.  Available and explicit information for these inferences consists in 
accessible information encoded in a usable manner.   In short, inferences of all varieties consist in information 
transforming psychological processes that take explicit, available information--accessible information encoded so that a 
process can utilize it—and transform it into new explicit and available information. 

12.2.c What are the Functions of Inferences? 
 Why are inferences so important?  Simply put inferences provide a mechanism whereby cognizers can adapt in a highly 
complex and variable world.  Inferences generate new explicit and available information or adapt existing information 
to novel circumstances.   Inferences allow us to evaluate and integrate new information into our belief systems and 
worldview.  They help people to adapt to the world by transforming information into useful formats--making implicit 
information explicit.  Inferences even allow one to discover inaccurate information, poorly evinced information, and 
inconsistent information so that one can discard that bad information and/or render one’s worldview more 
consistent.  The positional multiplication technique provides a simple illustration of inference as a process transforming 

explicit and available information.  For instance, one might have explicit and 
available information for each multiplicand. One simply transforms that 
information to create an explicit and available representation of their 
product.  Thus, a process whereby one transforms Hindu–Arabic numerals 
representing different multiplicands allows school children to solve 
multiplication problems with ease.  Indeed, people use the positional 
technique to solve a variety of problems, even to detect and correct 
inconsistencies in, for example, their check book.  Notice that the positional 
technique works well for Hindu–Arabic numerals; Roman numerals have 
fewer primitives and a different positional system [LV = 55, VL = 45] so that 
the relevant quantitative information, while available is not explicit [in 

usable form] for the positional technique.  Thus, the positional technique does not work for Roman numerals. 

12.2.d What are the Goals of Inference 
One might suppose that inferences have a single, obvious goal—truth.  True, accurate, or veridical information can guide 
one’s interactions with the world in a manner that respects the world’s actual structure.   If you infer that you should 
urinate on your friend’s jellyfish sting or you should take off your red coat so that the bull won’t charge, things will not 
go well.  Experts recommend removing the jellyfish stingers and washing the area with vinegar or sea water.  Urine is 
mostly water and can cause the stingers to inject their poison.  Bulls are color blind; the bull will likely perceive the 
motion of taking off your jacket as a threat.  Consistent with the focus of this chapter, inferring true beliefs in a complex 
and highly variable world often represents an unattainable goal.  In many, many cases inferring a highly probable belief 
on the basis of good evidence represents the only achievable goal.  Thus, if you infer that hydroxychloroquine plus 
azithromycin "have a real chance to be one of the biggest game changers in the history of medicine," you may find that 
you have diverted resources and risked lives during a pandemic based upon anecdotal reports and a French study 
described by experts “as a complete failure.”1, 2 

 
Multiplication as an inference that transforms the explicit 
and available information about each multiplicand into 
explicit and available information about the product.  
Click on the diagram to see the animation. 




Does truth or high likelihood exhaust the potential goals of inferences?  No.  A much more diverse set of inference 
properties affect the relative merit of potential inference strategies.  For instance, inferential power proves very 
desirable in inferences.  Fans of the works of Sir Arthur Conan Doyle might recall Sherlock Holmes’ amazing ability to 
make unobvious inferential extrapolations from seemingly irrelevant or miniscule bits of information.  Such powerful 
inferences--inferences greatly extending one’s initial knowledge--prove both necessary and desirable in everyday life.  
Every time one utilizes information from past experiences to guide present actions, one uses powerful inferences to 
extend one’s knowledge of the past into the future.    

Similarly, one’s brain makes visual inferences and recognizes objects in about 300ms (1/3 of a second).  This incredible 
speed proves important since it allows, for instance, the quick identification of threats.  Speed, therefore, represents 
another feature of inferences that one might want to optimize.  Speed, power, and truth…all have value as features of a 
given inference strategy.  However, in practice one must usually trade-off strength in one of these features for gains in 
another feature.  Processes like vision--fast, reliable, and powerful—prove the exception in human inference rather than 
the rule. 

 For example, suppose that a computer science student wants to create a chess playing program that always ties or wins 
the games it plays.  One inference strategy that might seem initially promising would generate every possible 
permutation of every possible move after the initial move.  At each turn, the computer program would then choose its 
move from all those possible games.  Since the computer now has generated explicit and available representations of 
how all the possible games will end, it can choose only those moves that would end in a win or tie.   Such a program 
would represent a powerful and highly reliable inference strategy.  However, no computer yet built would prove 
sufficiently fast to execute such a program.  Thus, the “generate-all-possible games” strategy represents a non-viable 

strategy for accomplishing the computer student’s chess-playing goals.  Specifically, the average 
chess game has approximately 40 moves per player.  For each player’s turn, the number of 
possible moves equals all of the moves that the rules of chess allow.  Each move, likewise, 
allows for a large number of possible counter-moves —especially at the beginning of  the game.  
An American computer scientist and cryptographer named Claude Shannon3 (1916-2001)  
proved that in a single chess game, the average number of possible combinations of moves 
involves 10120 possible moves.  This number of possible moves, and hence possible games, now 
bears the name the Shannon Number.4  The Shannon number poses a problem for the computer 
science student; 10120 moves means that the number of possible moves in every permutation of 
an average chess game exceeds the number of seconds since the big bang.  The student’s 
program plays wonderful theoretical chess, but would prove impossibly slow for real use.5-7  

Thus, the fourth important potential property of an inference strategy is tractability—the potential to complete the 
inference in a reasonable amount of time (or even at all) utilizing only the available resources.  In order to survive and 
especially to thrive humans need to solve the problems that confront them.  As the discussions of various inferences and 
inference strategies unfold in the chapters, one theme that appears time and time again is that inference strategies 
almost always represent some trade-off between truth preservation, inferential power, speed, and/or tractability.  As a 
result, all inference strategies have strengths and weaknesses—costs and benefits. 

12.3 Innate Reasoning Abilities: Origins and Elements 
To understand human inference abilities one must first understand the origins of those abilities.  Indeed, human and 
proto-human evolution determined two central elements of human inference abilities—the human brain and the innate 
strategies the brain employs to make the vast majority of inferences.  By understanding the origins of human inference 
abilities one can understand the forces that shaped both the brain’s inference capacities and the innate strategies that 
drive the majority of human inferences.  Such an understanding of the human brain’s inference capacities and strategies 
allows one to recognize the strengths and weaknesses of innate human inference abilities.  I begin this section by 

 
Claude Shannon (1916-2001) 

 Adapted from: 
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discussing the origins of humans and proto-humans (called Hominini by scientists8).  The general, long-term 
environmental features and inferential challenges during Hominini evolution have shaped both the human brain and the 
inference strategies that modern humans employ to solve problems in the contemporary world.   
 
12.3.a The Evolutionary Origins of Native Human Inference Abilities 
So, how did human inference abilities evolve and what assumptions do they embody?  Most inference abilities probably 
evolved during the hunter-gatherer phase of Hominini (human and proto-human) evolution.  Scientists now theorize 
that this period of Hominini existence lasted for approximately 4.4 million years to 7 million years.  The exact period 
depends upon which of the candidate fossil species one includes as Hominini and which species fall into the common 
human/ape lineage. If one includes proto-humans like the hominoid recently discovered in current-day Ethiopia named 
“Ardi” (Ardipithecus ramidus), the period extends to about 4.4 million years.9-23  If one includes the fossil species 
Sahelanthropus tchadensis, then the period extends to over 7 million years.19   The fossil record of Hominini provides 
good evidence that they engaged in subsistence foraging and hunting.  For instance, ample evidence exists 
characterizing the lives of Homo erctus 1.8 million years ago as well as Homo sapiens starting around 200,000 years ago 
as surviving by subsistence foraging and hunting.20, 21  The hunter-gatherer existence represents the exclusive mode of 
human existence until a mere 10,000 to 12,000 years ago when the Mesolithic era ended.17  The Neolithic Revolution 
marks the end of the Mesolithic era and signals the advent and slow spread of anatomically modern humans who 
domesticate animals, develop agriculture, and live in larger, relatively permanent groups.22, 23  In other words, scientists 
suppose that beginning approximately 10,000-12,000 years ago human existence begins to undergo a metamorphosis 
during which increasing numbers of humans stop living primarily by subsistence foraging and hunting and start living by 
growing food as well as breeding and raising animals.  This change in how humans go about getting food brings with it 
important changes in all aspects of how humans live. For instance, the introduction of agriculture results in humans 
living in larger groups and creating relatively permanent settlements.   

Scientists currently hypothesize that human languages develop during the Paleolithic Era approximately 100,000 to 
50,000 years ago.24-30  Proto-written language does not develop until approximately 8600 years ago.  Alphabetic 
languages date to approximately 3100 years ago.  Thus, the advantages of language—the ability to externalize memory 
and to share relatively complex and large amounts of information between individuals and across time--likely do not 
play a major role in shaping the human brain and inference abilities.  Written language dramatically impacts human 
thriving, but it emerges far too recently to affect human evolution.   One might find this conclusion unintuitive given the 
integral role that language—spoken and written—plays in contemporary life.  Nevertheless, scientific research seems 
relatively homogeneous and substantial in support of the limited period during which language shapes human thinking. 
 
In the hunter-gatherer era humans make inferences about, for instance, the likelihood and/or relative incidence of 
objects, properties, and events just as we do today.  However, their environment differs from our own.  Hunter-
gatherers have short lives and few tools or other artifacts.  Hunter-gathers live in small groups relatively isolated from 
most other proto-humans.  As a result, the environment in which they solve problems proves relatively small.  With no 
means of travel besides walking, most Hominini likely travel only 30 miles or so from their birthplace.  Though major 
changes occur during the 4.4 million years of Hominini hunter-gather existence—ice ages, for example—most humans 
do not live long enough to experience much change.  The mean hunter-gatherer lifespan is probably 21-37 years.31  
Approximately 60% live past 15, and of those who live past 15 approximately 60% live to 45 (between 23% and 43% 
total).   Since Hominini have little technological development and short lives their environment proves pretty stable 
during their lifetime.  In similar fashion, the combination of a small environment and a stable environment means that a 
hunter-gatherer solves problems in a relatively homogeneous environment.  That is, things do not vary much from one 
part of their environment to another or even during the course of their relatively short lives.  Thus, researchers 
characterize the environment in which individual humans and proto-humans solve problems for something like 7 to 4.4 
million years as relatively small, stable, and homogenous.  Since the environment remains stable and homogenous 
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Recovered skeleton of Ardipithecus 
ramidus.  Image from: Wikipedia  

Artist rendering of Ardipithecus 
ramidus.  Image from: Wikipedia 

Homo erctus skeleton.  Image from: 
Smithsonian Science   

Homo erctus statue at the Smithsonian 
museum.  Image from: Smithsonian Science 

 
Diagram illustrating the various fossil specimens classified by their relationship to/within the Hominin taxonomy and the era during which scientists suppose that they 
flourished.  From:  Wood’s and Baker’s Evolution in the Genus Homo.11 

 
during an individual hunter-gatherer’s lifetime, their inferences are largely reactions to specific problems at hand.  This 
combination of problem-solving environment and problem types limits hunter-gather problem-solving to largely 
reactive, relatively simple, and concrete problem-solving linked to specific contents (problems) and contexts (situations).  
Hunter-gatherers spend a great deal of time identifying features of their environment and responding to those features 
all within a relatively short time-frame.  Additionally, hunter-gatherers also live in small social groups.  As social 
creatures hunter-gatherers must solve problems having to do with whether their social hierarchy permits certain actions 
and whether their social hierarchy obligates them to perform (or refrain from performing) certain actions.   Finally, in 
their more abstract and long-term inferences, like estimations of the likelihood of events, hunter-gatherers can rely 
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upon their experiences as representative samples of their environment.  In a relatively small, stable, and homogenous 
environment an individual human’s experiences provide pretty accurate samplings of the overall environment.    
 
12.4 Two Elements of Inference Ability: The Brain’s Architecture and Its Inference Strategies 
Though it might seem counterintuitive to contemporary humans, the human brain—like the brains of vertebrates 
generally—evolved to optimize problem-solving and decision-making of a reactive and rather immediate nature.  One 
design choice selected by evolution to optimize performance in such circumstances utilizes specialized brain systems to 
quickly and reliably gather information from the environment with relatively little conscious input.  Thus, humans can 
recognize an object very quickly without much conscious effort.  However, the brain also employs a second design 
choice of a quite different nature—conscious inferences employing working memory.  The remainder of this chapter and 
lecture will discuss these two strategies, when they succeed, when they fail, how and when they collaborate, and when 
they fail to interact with each other. 
 
12.5 The Brain: Conscious vs Unconscious Inference 
Each of the brain’s native strategies has its strengths and weaknesses.  Unconscious inference strategies operate 
automatically, quickly, often handling larger and more complex bodies of information, and they tend to be robust.  
However, these strategies can also prove inflexible, especially when the problem violates one or more of the 
assumptions implicitly driving the inferences.  In contrast, conscious inferences tend to be much more flexible and 
adaptive.  But conscious inferences prove resource intensive and can only handle a very limited amount of relatively 
simple information. Unlike unconscious inferences, which occur throughout the brain, conscious inferences as well as 
conscious components of semi-conscious inferences occur in working memory.  It makes sense, therefore, to discuss 
what psychologists and neuroscientists currently know about working memory.  However, before turning to working 
memory, the chapter and lecture discuss the relationship between conscious and unconscious inference.  The discussion 
highlights the relative numbers and complexity of inferences performed unconsciously vs consciously.  Students likely 
exhibit a common bias towards supposing that most inferences occur consciously.  However, as the next section 
indicates, most inferences—especially complex inferences occur outside out conscious awareness.  Working memory 
provides humans with conscious access to the final products of many of these unconscious processes, but it rarely 
captures more than a tiny portion of the inference or the information involved in the inference. 

12.5.a Most Inferences are Made Unconsciously 
The idea that conscious inferences constitute a miniscule portion of the inferential life of the brain and the information 
processed by the brain, strikes many students as contradicting their lived experiences.  So, some illustrations seem in 
order.  By now early vision is a familiar example in 
the text and lectures.  Let us start there.  None of the 
information or inferences discussed above in the 
processing of early vision enters working memory or 
consciousness until a small portion of the final 
products become accessible through working 
memory.  For instance, humans have absolutely no 
conscious access to the initial light-intensity 
information collected by 120 million photosensitive 
receptors in each eye, nor can working memory 
access the inferences and information that occur in 
the eye, the lateral geniculate nucleus, and the 
striate cortex.   Only when visual information enters 
into the parietal and temporal cortexes can elements of the visual scene potentially enter into consciousness; even then, 
only a very, very small percentage of that information actually enters into working memory at any given moment.  In 

 
Movie illustrating how our conscious visual awareness is dependent upon our limited 
visual attention.  From: YouTube 

https://www.youtube.com/watch?v=VT9i99D_9gI&feature=emb_logo





order for even that small bit of the processed visual information to enter consciousness a person must focus their 
attention upon it.  For instance, the movie (right above) illustrates the dependence of conscious visual awareness upon 
our limited visual attention.  Trying to process images of movie stars without attending to them results in extremely 
distorted images.  Lest students think that visual processing proves the exception to the rule, consider the words of 
researchers John Bargh and Tanya Chartrand from their aptly named article, The Unbearable Automaticity of Being:32 

 
Our thesis here—that most of a person's everyday life is determined not by their conscious intentions and 
deliberate choices but by mental processes that are put into motion by features of the environment and that 
operate outside of conscious awareness and guidance—is a difficult one for people to accept. (p.462) 

 
For instance, facial characteristics like pupil dilation, averageness (mean values) of features, symmetry of features, skin 
color, skin texture, as well as gender-specific dimorphisms (two forms distinct in structure within a single species) 
heavily influence judgments of attractiveness despite typically playing no role in conscious explanations of facial 
attractiveness.33-42  Additionally, situational and idiosyncratic factors like familiarity, dissimilarities (the degree of 
dissimilarities in immune responses that can prove compatible in an individual imprinting during development, hormone 
levels, fertility cycles in women, major histocompatibility complex resulting from reproduction), peer evaluations, self-
perceptions (of attractiveness and personality characteristics), social status, and social learning all modulate impact of 
physical facial features without being included in people’s conscious explanations of facial attractiveness.38, 39, 43-48 

Consider jumping pylon (far left), 
it creates the illusion of a sound 
in about 20% of people.  These 
people have a form vision-sound 
synaesthesia in which the visual 
movements (often something 
pulsing, or moving rhythmically) 
can trigger sound associations.  
Everyone has had the experience 
and identifying some object to 
grab, looking away while 
grabbing it, and fumbling the 
pick-up.  The video (left) shows 

just how dissociated conscious perceptions of our body are from our brain’s inferences about what body parts are 
where.  

12.5.b Conscious Inference Requires Working Memory 
So, the examples in the last section of this chapter illustrate the enormous volume of information and the complexity of 
information that the gets processed unconsciously by the human brain.  What about conscious inferences and the 
conscious aspects of semi-conscious inferences?  All such inferences utilize working memory.  What is working memory 
and what do psychologists and neuroscientists currently know about working memory?  Psychologists and 
neuroscientists currently know quite a lot about working memory.  But, as with unconscious inferences, the answers 
scientists offer differ quite significantly from what students might expect.  To start, one might suppose that working 
memory is a simple container in which shorter-term memories are stored.  This is, in fact, not the most common model 
of working memory.  Most psychologists and neuroscientists have adopted the “multi-component model” of working 
memory.  So, how does the multi-component model differ from the little chalkboard used in the analogy earlier in the 
chapter?  Are there just multiple little chalkboards? 

  
Many people hear a sound when the pylon (above, left) jumps.  This is called visually evoked auditory response. 
From: YouTube  The dot (above, right) seems to be climbing endless stairs just as the tone seems to climb 
endlessly higher and higher in the shepard tone illusion.  From: YouTube 
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The origins of the multi-component model of working memory dates back to a 1974 paper by Allen Baddeley and 
Graham Hitch.49  In that paper Baddeley and Hitch tell readers that their model conceives of working memory as single 
common system composed of multiple sub-systems.  That linked collection of subsystems is “limited in capacity and 
operates across a range of tasks involving different processing codes and different input modalities.”49 (p.35)  By 2003 
Baddeley refines his initial model to the one depicted in the diagram (above) and researchers start to determine what 
areas of the brain are responsible for the various components and operations depicted in the model.  Baddeley’s model 
includes three different memory stores; the visuospatial sketch pad, the phonological loop, and the episodic buffer.  
Each of these memory stores holds a specific kind of information represented in a specific manner.   The visuospatial 
sketch pad (VSP) stores visual and spatial information in a non-verbal format that encodes features and objects which it  

 
Diagram depicting the Baddeley multi-component model of working memory adapted from his 2003 diagram.50 

 
can bind together into visual objects.  For instance, the VSP would encode a red triangle by binding its representation of 
redness and its representation of triangularity.  Information enters the visuospatial sketch pad (VSP) when the visual 
system attends to it.  Once in the visuospatial sketch pad, information will degrade if not maintained by processes called 
the visual and spatial scribes, which are intimately related to attention.50, 51  The phonological loop stores acoustic 
and/or phonological and order information.  The phonological loop is implicated in human language learning.  Once 
information enters into the phonological loop it will degrade relatively quickly unless it is maintained by the processes of 
articulatory rehearsal.  Thus, once you hear a series of numbers you must rehearse those numbers to maintain them in 
the phonological loop.  The final store, the episodic buffer, stores information in a complex multi-model format as 
scenes or episodes.  The episodic buffer, under the control of the central executive, transfers and translates information 
between the phonological loop and the visuospatial sketch pad. It combines information into complex scene and 



episode representations that it can manipulate to consciously solve problems in parallel and serial fashion.   Additionally, 
the episodic buffer facilitates information transfer between LTM and working memory.50, 51   

Finally, the central executive directs information flow among the component stores within working memory and 
between working memory and long-term memory when such transfers are not habitual.  The central executive, directs 
attention to specific information, suppresses distractions, inhibits inappropriate actions,  information and inappropriate 
actions, coordinates processing for a task, and coordinates between tasks when multi- tasking.50, 51 
 
12.5.b.1 Working Memory is Relatively Small Measured in Both Size and Complexity of Information 
As has been mentioned in earlier chapters, working memory has somewhat severe limitations on the amount of 
information and the complexity of information it can store and/or process.  The specific limitations depend upon the 
specific memory stores within working memory.  The number of individual items available in the phonological loop of 
working memory ranges between three and eight items of rather limited complexity.  In contrast, the iconic memory of 
the visual system contains and briefly stores, for instance, information about the entire visual scene in the visual cortex.  
It makes massive, highly complex inferences with this initial data even before any information leaves the eye via the 
optic nerve.   
 
12.5.b.2 Limits on Information in Working Memory Limits Conscious Reasoning Abilities 
Measures of working memory indicating a capacity ranging between five and nine items predate the concept of working 
memory itself.52  Probably the most famous measure of working memory capacity appears in George Miller’s 1956 
paper, “The Magic Number Seven, Plus or Minus Two.”53, 54  Contemporary researchers tie capacity estimates to the 
specific component of working memory as well as the complexity of information.  For instance, researchers estimate the 
capacity of the phonological loop to store words ranges from three elements to eight.  However, the number of items 
varies with their length in that the number of words one can store decreases as a function complexity.  The number of 
items decreases proportional to the time it takes to speak those; long words mean fewer items.  Likewise, the capacity 
of the phonological loop for stored words decreases for very similar-sounding words, and increases for dissimilar-
sounding words.  In short, more complex items exhaust capacity sooner.  Chunking items together can mitigate these 
limits somewhat.  For instance, remembering sequences of three-digit chunks often allows one to remember more digits 
than remembering each digit individually.51, 53, 55  Measures of the capacity of the visual component of the visuospatial 
sketch pad currently place the number of items between three to four items having one to four kinds of features.  
Within this framework complexity does not seem to affect capacity.  However, three to four items appears to be a hard 
limit on visual working memory capacity.51, 56-58    

Students who wonder if the limits in information capacities just discussed might be overcome by, for instance, brain 
training will find little support in current scientific research.  Most research suggests that the amount and complexity of 
information one can store in working memory has strong genetic determinants.59-61  Training on specific tasks often 
improves performance on that task.  However, improvements in a specific task do not appear to transfer to improved 
performance overall.  Nor do task-specific performance improvements tend to last after such training stops.  Moreover, 
like many cognitive functions, the capacity of working memory appears to decrease with age.62, 63  Some evidence does 
seem to suggest that brain training (and generally having an active intellect) might mitigate age-related declines in 
working memory.   

Finally, measures of working memory capacity are strongly related to fluid intelligence—the ability engage in adaptive 
problem solving and decision-making as well as spotting patterns in experience, particularly in novel, uncertain, and low-
information contexts.64  In psychological parlance, working memory capacity explains most of the variance between 
individual levels of fluid intelligence.  Roughly speaking, the greater the capacity of various components of a person’s 
working memory, the greater the level of fluid intelligence the person exhibits in tasks related to that capacity.  



Alternatively, working memory generally serves as a bottleneck in cognitive processing, limiting the amount and 
complexity of information an individual can utilize in conscious inference and problem-solving. 
 
12.6 Human Inference Strategies and their Typical Deployment 
So far the discussion in this chapter characterizes inferences and the properties that can distinguish good inferences 
from less useful inferences.  It likewise notes that the human brain make inferences consciously, semi-consciously, and 
unconsciously.   Important and interesting questions thus arise: “What human inferences tend to have these 
properties?”  “Which strategy proves better?”  To answer these questions, one needs to differentiate (divide or classify) 
human inference strategies into three different classes--three tiers of human reasoning abilities.  Psychologists further 
categorize these classes of human inference strategies into two relatively independent systems for human inference.   

The first two tiers or classes of inference strategies 
encompass reasoning strategies that operate 
relatively automatically with little oversight from 
consciousness.  For this reason, psychologists tend 
to group them together into a single system, often 
called “System 1.”65-70  Thus, System 1 includes 
context-dependent reasoning strategies as well as 
general heuristics in the diagram above. The term 
“system” is somewhat misleading in that the 
categories do not actually pick out determinate, 
fixed brain systems like the category, “primary 
visual pathway.”  Rather, these two inference 
categories represent different strategies for 
making inferences and decisions, though each 
system tends to rely upon certain brain systems 
more heavily.71-73  Vinod Goel suggests the 
following characterization of the data from 
neuroscience:72 

 
In particular, we need to confront the possibility that there might be no unitary reasoning system in the brain. 
Rather, the evidence points to a fractionated system that is dynamically configured in response to certain task and 
environmental cues. The three lines of demarcation reviewed above include (i) systems for heuristic and formal 
processes (with evidence for some degree of content specificity in the heuristic system); (ii) conflict 
detection/resolution systems; and (iii) systems for dealing with certain and uncertain inferences. There are 
undoubtedly others. (p.440) 

 
The misleading connotations of these categories led researchers to propose alternative names.  Daniel Kahneman often 
uses the terms “fast” and “slow.”74  Jonathan Evans and Keith Stanovich have adopted the categories “Type1” and 
“Type2.”75  Other researchers like Adam Darlow and Steven Sloman adopt the categories “intuitive” and “deliberative.”76  

12.6.a What are General Heuristics? 
Before discussing System 1 and System 2 in greater detail, let’s take a moment to better understand the term 
“heuristics.”  In practice, psychologists call replicable methods or practices directing one’s attention in learning, 
discovery, or problem-solving “heuristics.”   Pappus of Alexandria, an Greek Mathematician, first introduced the term, 
which comes from the Greek “heurisko”, meaning “I find.”77  Computer scientists both call simple, efficient rules of 
thumb “heuristics” or “heuristic knowledge.”   In practice, psychologists call replicable methods or practices directing 
one’s attention in learning, discovery, or problem-solving “heuristics.”  One employs a heuristic when confronted with a 
complex problem or when one has incomplete or inaccurate information.  In other words, heuristics represent strategies 

 
Diagram depicting the three kinds of inference strategies deployed by human beings, the 
relative likelihood of each being used in a given circumstance, and the relative general 
reliability of each kind of strategy.  The two tiers (classes of inference) in blue collectively 
form what many psychologists call System 1.  System 1 strategies share the properties of (a) 
automaticity (they work automatically without having to think about or choose them) (b) 
contextualization (i.e., System 1 inference strategies operate by bringing contextual and 
content-relevant information to bear on the problem), as well as operating associatively.  
System 1 strategies exhibit (c) autonomy, meaning that they tend not to draw heavily on 
working memory.  As a result, people exhibit limited conscious awareness, oversight, and 
insight.  In contrast to the inference strategies in System 1, System 2 inference strategies 
include only the third tier or class of inference strategies, learned rules, depicted in green.  
Choosing a System 2 process requires conscious awareness and conscious attention to 
execute.  Click on diagram to display animated version.   
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that trade a degree of truth-preservation in one’s inference in order to gain the inferential power, speed, or tractability 
necessary to generate an answer to a given problem.  Heuristics implicitly presuppose certain facts about the world 
and/or the problem in order to facilitate a solution.  Hopefully, these implicit presuppositions hold true most of the 
time, though such presuppositions often have significant exceptions.  As a result, heuristics work well under most 
circumstances, but in certain cases lead to systematic errors in reasoning.  Errors arise most often when the conditions 
under which one employs a heuristic vary dramatically from the conditions under which the heuristic evolved.  That is, 
heuristics implicitly make assumptions designed to facilitate problem-solving in the environment that leads to their 
selection.  Whenever the conditions or current use violate those assumptions, one can expect to see systematic errors 
result from the use of judgment heuristics. 
 
Thus, the first tier of inference strategies, general heuristics, consists of inference strategies one utilizes in general 
problem solving (that’s the general part) and which involve the implicit presupposition of various facts about the 
problem or the world in order to generate solutions in a timely fashion given the information available (that’s the 
heuristic part).  For example, Amos Tversky and Daniel Kahneman are famous for formulating the judgment heuristics 
humans seem to employ for estimating probability simpliciter.78-83  Like all System 1 inference strategies, one does not 
choose or monitor judgment heuristics consciously.  Indeed, one exhibits extremely limited conscious awareness of their 
use, much less insight into, or oversight over their functioning.  Finally, judgment heuristics implicitly rely upon 
assumptions regarding the nature of the world to facilitate their functioning.  As a result, though heuristics often prove 
useful, they sometimes they lead to systematic errors.  Errors arise most often when the conditions under which one 
employs a heuristic vary dramatically from the conditions under which the heuristic evolved.  That is, these heuristics 
implicitly make assumptions designed to facilitate problem-solving in the environment that leads to their selection.  
Whenever the conditions or current use violate those assumptions, one can expect to see systematic errors result from 
the use of judgment heuristics and limited conscious awareness of their use, appropriateness, or sub-optimal 
performance. 

12.6.b System 1 
As noted earlier, the first two tiers or classes of inference strategies encompass reasoning strategies represent part of 
the human innate brain architecture and functioning.  In other words, many of these inference processes are innate 
tendencies according to which humans process information.  That is, humans develop many System 1 inference 
processes without any explicit instruction.  These inference processes also operate relatively automatically with little 
oversight from consciousness.  The first two tiers or classes of inference strategies encompass reasoning strategies that.    
For this reason, psychologists tend to group them together into a single “system,” under various monikers like “System 
1,” “Type 1,” “Fast Thinking,” or “Intuitive Judgment System.”65, 68, 74-76  For simplicity I will adopt the original name—
System 1.  Again, I should emphasize that the term “system” misleads in that the categories do not actually pick out 
determinate, fixed brain systems like the category, “primary visual pathway,” though each system tends to rely upon 
certain brain systems more heavily.71-73  Rather, these two inference categories group together inference processes that 
represent two different strategies for making inferences and decisions. 

System 1 includes context-dependent reasoning strategies as well as general heuristics in the diagram above.  System 1 
processes tend to share several properties, such as, (1) automaticity (they work automatically without having to think 
about or choose them).  In fact, (1a) many of these inference patterns are innate, emerging as part of normal 
development.  In some case learned strategies become consolidated and automated by the brain over time thereby 
reducing or eliminating the need for attention.84  System 1 processes also tend to exhibit high levels of (1b) 
contextualization and function associatively.  That is, these processes tend to rely heavily information regarding the 
specific objects, properties, etc., involved in the current situation and the manner in which that situation presents those 
objects, properties, and etc..  Likewise, System 1 processes often operate by associating problem elements (for example, 
associating similar items or the past with the present).  System 1 processes exhibit (2) autonomy in that they operate 
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largely outside of working memory.  As a result, people tend to exhibit (2a) limited conscious awareness, (2b) oversight, 
and (2c) insight into the operation of System 1 processes.  That is, (a) one employs a System 1 inference as a natural 
reaction to a situation (1) and (2) without having a conscious awareness of doing so.  One has very little ability to affect 
the operation of a heuristic and very little insight into how one actually solves the problem.  

For example, suppose that you need to buy a birthday present for your mom.  You might look through a webpage from a 
store and make judgments about whether she would like various items.  You might well make these judgments by 
employing the representativeness heuristic discussed below.  That is, you judge the likelihood that she will like an item 
by unconsciously comparing it to your concept (understanding) of your mom’s taste. You do this (1) as a natural 
inferential disposition that automatically activates (2) without any awareness that you have reacted to the task by 
automatically employing the representativeness heuristic.  The representativeness heuristic generates these judgments 
by drawing upon information that you would probably have great difficulty articulating explicitly and overtly, and that 
you would likely not list as your reasons for your judgment.  Moreover, you likely would have great difficulty altering 
your innate disposition to use the representativeness heuristic in such cases and little to no control of the information 
upon which the heuristic draws.  Finally, since the representativeness heuristic relies heavily upon the content and 
context of an inferential situation (1b), your shopping inference would prove quite different were you shopping for 
someone else, like your father.  Your search through potential gifts would also very likely go differently if you were in a 
mall as opposed to sitting at home.  You likely will not consider possible gifts, for instance, that are not explicitly 
presented for your consideration.  So, both the content (in the form of the nature of the objects about which you make 
the inference and the person for whom you are shopping) and the context (in the form of the shopping venue) influence 
your inferences.  Likewise, the context in the form of the features of the situation in which you make the inference will 
influence the inference.  For example, you might think differently in the context of Christmas shopping as opposed to 
birthday shopping or Mother’s Day shopping.  Likewise, if you just paid a big bill you might gravitate towards lower 
priced gifts, while you might spend more if you just got a big bonus.  Indeed, the range of prices for those potential gifts 
and the order in which you consider those potential gifts will likely affect your choice as well.   

In summary, both one’s general heuristics and one’s context-dependent strategies generally consist of innate inferential 
dispositions that operate automatically in reaction to problems that one encounters.  These strategies exhibit very 
limited conscious awareness, oversight, and insight in their operations because they operate largely outside of working 
memory.  Thus, psychologists often characterize them a forming one system of inference strategies—System 1.  One can 
think of the inference strategies characteristic of System 1 by analogy with the development of search engines and 
personalization algorithms for the internet.  Both System 1 inferences and search engines represent a strategy to quickly 
and efficiently process large amounts of often complex information.  Both accomplish their tasks largely by relying upon 
heuristic assumptions and specialized systems that operate largely outside the awareness of end users.  

12.6.c System 2 
In contrast to System 1, psychologists differentiate a second human inference strategy—System 2.  System 2 
encompasses the third and final tier or class of human inference strategies--one’s learned, consciously executed 
inference strategies. Unlike System 1 inference strategies, System 2 inference strategies tend to require conscious 
effort—both in deciding to use the strategy and in using the strategy.  For instance, towards the end of the term 
students will learn how to use Bayes’ Theorem to infer how a new piece of information affects the probability of an 
event.   Naturally, since one tends to deploy these learned inference strategies consciously one has much more ready 
access to their functioning when one uses them in problem solving.  Thus, psychologists often think of these strategies 
as composing a separate system for solving problems—System 2.   

12.6.d The Relationship Between System 1 and System 2 
Together System 1 and System 2 comprise two quite different sets of inference and decision-making processes 
embodying quite different strategies.  These inference strategies operate much like and train and an engineer.  System 1 



operates like a train rushing towards its destination constrained by the narrow limits of its tracks.  The combination of 
automaticity and autonomy make for a speeding inference system blindly guided by its implicit assumptions.  In 
contrast, System 2 operates like an old, distracted engineer.  System 2 will notice if disaster strikes; if the System 1 train 
jumps of the track, then System 2 can hit the brakes or divert to a different track.  However, System 2 much like the 
engineer operates with only partial awareness of System 1.  The diagram below illustrates two important points about 
these two inferential strategies and how inference strategies from each system function in human reasoning.  
Specifically, the probability that one will employ a System 1 process to solve a given problem far exceeds the likelihood 
that one will employ a System 2 strategy.   

However, if one looks at the general reliability of these 
processes the reverse relationship holds—System 2 
strategies (learned rules) tend to have a higher 
general reliability than System 1 strategies.  In short, 
the inconvenient truth of human reasoning consists in 
the fact that one is more likely to use a less generally 
reliable inference strategy to solve a given problem!   
Worse still, as mentioned in the discussion of critical 
thinking, innate, genetically determined features of 
one’s brain create this disposition toward less 
generally reliable strategies.  As a result, one cannot 
significantly temper one’s predilection to employ less 
generally reliable inference strategies since one 
cannot significantly alter the genetically determined 
architecture and dispositional functioning of one’s 
brain.   The next sections, discuss each of the two tiers 
or classes of inference strategies in System 1, giving 
several illustrative examples of strategies from each 
tier. 
 

12.7 Innate Reasoning Abilities, Inabilities, & Biases: Two Types of Inferences 
The last section suggests that one can distinguish System 1 inference strategies from System 2 inference strategies by 
noticing that System 1 inference strategies represent genetically encoded brain functioning and architecture solutions 
originating in evolutionary selection in response to a specific environment.  In contrast, many of the most important and 
widespread System 2 inference processes have their origins in the cultural heritage of the last approximately 10,000-
12,000 years.  People must learn many System 2 inference processes from other people, and people generally must 
consciously choose to employ those learned System 2 inference processes.  In addition to distinguishing between two 
different sources whereby humans acquire their reasoning abilities, one can also distinguish between the two major 
classes (kinds) of inferences that humans make.  One can base this second distinction on the relationship between the 
truth of initial information for an inference and the truth or likely truth of the information resulting from the 
transformation of that information through the inferential process.  Logicians call the two classes of inferences 
deductive inference and inductive inference.   

12.8 Deduction: Form, Content, Contextualization 
This chapter focuses upon inductive inferences and native human inductive abilities.  But, before focusing on induction, 
let’s review the conclusions of Chapter 5 regarding deductive inferences.  Deductive inferences serve several important 
functions: Deductive inferences allow people to transform initial information into new information in a manner that 

 
Diagram depicting the two human inference categories and their respective properties. 
System 1 includes general heuristics and context dependent inference strategies and evolved 
to automatically engage native inference dispositions whenever humans face a problem. 
System 1 processes tend to contextualize problems by relying upon the specific context and 
content of the problem. System 1 inferences require little conscious awareness and oversight 
to operate. As a result, these strategies allow for very little conscious access into their 
functioning and very little conscious oversight of their operations. System 2 inference 
processes, in contrast, draw more heavily on working memory and are learned. They require 
conscious awareness and oversight to operate. System 2 inferences are not automatically 
engaged. Indeed, they often prove difficult to engage. However, they tend to compensate for 
weaknesses inherent in System 1 processes and prove more generally reliable because they 
tend embody more decontextualized solution strategies. System 2 inference strategies also 
provide humans with greater conscious insight and oversight into their functioning. Click 
diagram for animation depicting the potential roles of each category.  






ALWAYS PRESERVES TRUTH.  In other words, if one begins with true beliefs and makes a good (valid) deductive 
inference, the resulting conclusion will always also be true.  Deductive inferences can help to render one’s beliefs and 
worldview systematic and consistent.  When one’s worldview contains inconsistent beliefs, it contains beliefs that 
cannot all be true.  When one’s worldview contains contradictions, then one’s worldview contains beliefs the truth of 
which would imply the falsity of other beliefs in their worldview.  Deductive inferences can help an individual to reveal 
any inconsistencies or contradictions in their worldviews by revealing--making explicit--that some of that individual’s 
beliefs either imply a contradiction or directly contradict other beliefs one also holds.  In short, these individually 
inconsistent beliefs together result in a statement that is necessarily false—a contradiction.  Likewise, deduction 
facilitates the formation of a systematic belief system or worldview by providing a means of assessing whether a belief 
or a collection of beliefs in the system guarantees the truth of another belief or collection of beliefs.  In other words, 
deduction can help to illuminate the gaps in one’s belief system as well as reveal the logical difficulties within one’s 
belief systems and worldview.  

12.8.a Deduction Preserves Truth and is Non-Ampliative 
Deductive inferences work to preserve the truth of the initial information across the inferential transformation.  Thus, 
good deductive inferences (valid deductive inferences) 
have a structure such that if one begins with true 
initial information, the inferential transformation 
generates necessarily true information as the 
conclusion.  Deductive inferences, as a result, only 
reveal what must be true given the truth of one’s 
initial information.  In one sense, then, deductive 
inferences do not increase a reasoner’s stock of 
truths.  But, in another sense, deductive systems do 
increase the reasoner’s stock of truths.  Specifically, 
deductive inferences transform inexplicit and 
unavailable truths in the reasoner’s stock of 
information into explicit and available truths.  So, 
deductive inferences serve a very useful purpose 
despite only revealing what must already be true given the truth of one’s current information.  Logicians and 
philosophers call such inferences non-ampliative inference in that these inferences do not increase (amplify) the number 
of potential truths (explicit and inexplicit information) that the reasoner possesses.  

12.8.b Native Human Deductive Abilities Often Lack Working Memory Resources 
Chapter 5 notices that deductive inferences seem more dependent upon language and hence more closely tied to 
working memory and working memory limitations.  As a result, normal human formulations of deductive arguments and 
evaluation of deductive arguments quickly run into the very real capacity limitations of working memory. 

For example, consider another argument taken from Charles Lutwidge Dodgson, better known as Lewis Carroll:85 
 
Animals are always mortally offended if I fail of notice them; 
The only animals that belong to me are in that field; 
No animal can guess a conundrum, unless it has been properly trained in a Board-School; 
None of the animals in that field are badgers; 
When an animal is mortally offended, it always rushes about wildly and howls; 
I never notice any animal, unless it belongs to me; 
No animal, that has been properly trained in a Board-School, ever rushes about wildly and howls. 
-------------------------------------------------------------------------------------------------------- 
Therefore,  No badger can guess a conundrum. (p.123) 
 

 
Diagram depicting deductive inferences in terms of the relationship between the initial 
information explicit and available to the reasoner and the information generated by 
the inferential transformation.  Click on image to see animation. 
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Is the above argument a good deductive argument?  Most people have almost no idea.  Carroll’s arguments have the 
character of rambling, unconnected sentences.  However, careful analysis reveals the argument’s validity.  Put simply, 
the argument proves too complex for intuitive evaluation.  The ability of humans to effectively reason, particularly 
reasoning employing working memory, varies inversely with the amount and complexity of information involved in the 
inference.  For example, clinicians, (doctors, psychologists) perform no better—often worse--on a wide range of clinical 
judgment tasks when given access to more information (though their subjective confidence in their judgments 
increases).86-94  In short, information--even when highly predictive--only proves useful to the extent that the reasoner 
can exploit the information for the purposes of the inference.  Utilizing large amounts of complex information has 
benefits, but the human ability to utilize such information proves quite finite.  As a result, deductive inferences rather 
quickly become too complex and involve too much information for native human reasoning abilities reliant upon 
working memory capacity.  We saw a similar problem emerge in the informal fallacy of false cause via over-simplified 
cause.  In such cases the reasoner focuses exclusively on a single causal factor and ignoring the true, but much less 
managable complexity of the causal relationships in the situation. 

12.8.c Native Human Deductive Abilities Rely Upon Contextualization 
Chapter 5  suggests that the amount of information as well as the complexity of information can quickly and adversely 
impact intuitive evaluations and formulations of deductive inferences.  Information also enters into deductive inference 

abilities more directly through the salience of content 
in formulating and evaluating arguments.  Indeed, 
research demonstrates a strong dependence upon 
content and context in the formulation and in the 
evaluation of deductive inferences by human subjects.  
As a result, researchers can present a clear and 
detailed hierarchy of difficulty of argument types for 
human formulation and intuitive evaluation.   

In general, researchers report that people have the 
least difficulty in evaluating deductive arguments 
when those arguments involve content with which the 
person has familiarity.   Similarly, people perform 
better when argument content mirrors the underlying 
logical structure of the argument (e.x., true premises, 
true conclusion—valid; false premises, false 
conclusion—invalid).   People tend to find arguments 
lacking content, like the abstractly symbolized 
argument in the second box, more difficult.  In fact, 

performance on argument evaluation tasks drops significantly.95-97  Arguments employing pseudo-content (meaningless 
word-like content) prove even more difficult for most people to evaluate.  Finally, arguments in which the content 
seems inconsistent with one’s beliefs or in which the argument’s content fails to mirror the underlying argument 
structure prove the most troublesome for people (i.e., false premises, false conclusion—valid; true premises, true 
conclusion—invalid).    

12.8.c Strengths and Limitations of Native Deductive Reasoning Abilities 
As Chapter 5 observes, contextualization and limited working memory capacity make complex deductive inference 
problems extremely challenging.  Lewis Carroll above nicely illustrates one general manifestation of this limitation.  
Evans’ work on negative conclusion bias (also called double negation bias) illustrates another such manifestation.98-100  
Consider the following two conditional inferences: 

 
Diagram indicating the relative difficulty of making or evaluating deductive inferences 
with various kinds of content.  The easiest types of inferences to make or evaluate 
involve familiar content (i.e., are about, familiar objects, properties, events, or 
relations) where the premises and conclusion are true (valid) or false (invalid).  
Replacing familiar with abstract content (i.e., like symbols) makes inferences and their 
evaluation more difficult.  Replacing familiar content with nonsense words (i.e., 
pseudo-content that the brain tries to use) increases the difficulty.  Finally, replacing 
familiar content where the premises and conclusion are true (valid) or false (invalid) 
with familiar content where the truth-values of the premises and conclusion vary from 
all true or all false makes inferences the hardest to correctly perform or evaluate.  Click 
on diagram to view animation. 






 
If the number is 5, then the letter is Q. 
The letter is not Q. 
--------------------------------------------------------- 
The number is not 5. 
 
and 
 
If the circle is not red, then the square is blue. 
The square is not blue. 
------------------------------------------------------------ 
The circle is red. 

 
Evans reports that though both inferences are correct (valid) on average the responses regarding the correctness of the 

first inference usually reach 75% while the responses 
identifying the second inference as correct usually 
only reach about 45%.  Evan suggests that the 
additional negation in the conclusion, “The circle is 
not, not red,” causes the decrease in correct 
responses.  Wason selection tasks illustrate how 
contextualization, this time in the form of a seeming 
context dependent conditional inference ability, 
likewise limits native human deductive inference 
abilities.  In general, humans appear to find 
conditional reasoning tasks with deontic conditionals 
(conditionals expressing permission and obligation) 
easier than any other conditional-based reasoning 
tasks.  Familiar content tends to make all conditional 
reasoning tasks somewhat easier than those with 

unfamiliar content as well.104-107 
 
Finally, content-reliance introduces one systematic bias in innate human deductive reasoning resulting from the 
tendency to contextualize (i.e., rely heavily on content and context) deductive reasoning.  Specifically, people tend to 
judge as good (valid) arguments with believable or believed conclusions; people tend to judge as bad (invalid) arguments 
with unbelievable or not believed conclusions.  Researchers call this tendency “Belief Bias”.108-112  Belief bias arises 
because conclusion believability can prove logically irrelevant, but psychologically relevant to humans.  The graphic 
below illustrates the relationships between an argument’s content and the difficulty it presents to typical humans when 
the try to formulate or evaluate the argument.  Importantly, familiarity of the content, the type of content, and the 
relationship between content and underlying logical structure affect human performance on deductive reasoning tasks. 
 
12.8.d Formal Deductive Logics Separate Form & Content 
Beginning in the Arguments Chapter and continuing in the material on deductive logics, probability, and statistics the  

 

Example of two conditional reasoning tasks Wason explores in adults and that 
Cummins, Chao, and Cheng101-103 in explore in development.  Such studies seem to 
support the hypothesis that people have difficulty making conditional inferences as 
well as a difficulty evaluating the truth of conditionals in many cases. Click on the 
diagram to play the video 

https://en.wikipedia.org/wiki/Belief_bias





text emphasizes that formal inference systems provide 
an alternative strategy for making inferences.  The 
lectures on categorical and propositional logics 
introduce the distinction between logical form and 
content.  Logical form designates the relationships 
between individual content elements in a given 
argument.  Aristotle as well as the logicians and 
mathematicians that follow him, recognize that 
arguments having different content, i.e., arguments 
about different things, can nevertheless have identical 
logical form—underlying structure.  In recognizing that 
the quality of arguments results from both the quality 
of their contents (i.e. true or false premises) and the 
quality of their logical form (i.e., valid--truth-

preserving structural relationships, or invalid—structural relationships that fail to preserve truth), Aristotle begins a 
tradition of developing formal systems, i.e., symbolic representations of the logical structure of arguments. 
 
One creates a logical system to make the inexplicit logical structure of a class of arguments/inferences/decisions explicit, 
i.e., to formalize them so as to evaluate the logical form of arguments free of the potential biases of content and context 
that the text has observed so often.  This formalization of a class of arguments/inferences/decisions involves three 
elements: First, one must create an explicit representational system (a language or symbol system) that makes the 
important logical structure of the argument class explicit.  Logicians, philosophers and mathematicians call this 
representational system by names such as the language, the symbol system or, as in this text, the formal system.  For 
instance, numerals symbolize quantities in mathematics and symbols like “+” and “=” symbolize operations and 
relationships.  The logical operators of propositional logic--●, v, ~, ⊃, and ≡--symbolize truth-functional relationships 
between statements. 

In addition to making the underlying logical structure explicit, one formalizes a given class of arguments with two goals 
in mind.  First, one wants to capture all the arguments of that class in one’s formalization, i.e., you want power.  Second, 
one also wants to make one’s formalization as simple to learn and use as possible, i.e. to maximize speed and 
tractability.  These two goals are somewhat orthogonal, so one tries to balance completeness and power against ease of 
learning and use.  Thus, one creates an artifact, a simplified system representing the underlying structure of that class of 
arguments.  

Second, one must create a decision procedure that can take the new information about the underlying structure of the 
problem to evaluate that structure.  One must find techniques to evaluate the logical structure of a given class of 
arguments so that users can decide if any given argument has good logical form.  These decision procedures prove 
crucial since humans have greater difficulty in evaluating arguments when stripped of their content.  In deductive logics 
the decision procedure is effective because it will tell you for all such arguments whether the arguments are valid or 
invalid.  Logicians and mathematicians prize effective decision procedures because such procedures will always give the 
user a solution.  Unfortunately, not all decision procedures prove effective.  For instance, the counterexample technique 
from the arguments chapter could only show arguments invalid--and only if students discovered a substitution instance.  
Likewise, in most areas of math we have only solution procedures.  

One rigorously specifies the formal system and the decision procedures.   However, one must pay for the tradeoff 
between power and speed/ease of use in one’s specification of the third element of one’s formal system--the translation 
heuristics.  Specifically, one must find general, but fallible, strategies for taking the more complex arguments and 

 
Video illustrating the relationship between content and logical for in both bad (invalid) 
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inferences in the target class and adequately representing their logical form in the simplified formal system.  For 
instance, in math one translates by counting and measuring objects. 
 
Formalized inference and decision-making systems operate by making explicit and utilizing the underlying structural 
features common to classes of problems.  Their operation, therefore, is highly decontextualized.  They tend to require 
both working memory capacity and externalized memory (such as writing problems and steps down).  The advantages of 
formal systems carry a number of costs as well.  Humans have a difficult time stepping out of their normal, automatic 
reasoning patterns.  Thus, even people with significant training in logic and statistical training often fail to recognize that 
particular inferences and arguments are more optimally addressed with a formal system, failing as a result to utilize the 
relevant formal system and decision procedure.  Even if one recognizes the applicability of formal inference systems, 
their actual application can prove time consuming and cumbersome.  In other words, these formal systems tend to 
optimize the exploitation of underlying structural features in inference and decision-making, making them unintuitive 
and difficult for people to use.  For example,  formal logics utilize underlying logical form to better evaluate an 
arguments or inference’s ability to preserve truth.  But the use of such systems costs speed, informational content, 
cognitive resources.  To minimize the costs in cognitive resources and speed, logicians deliberately craft formal systems 
to balance simplicity against informational content.  Thus, the deductive lectures present a categorical logic having only 
three quantifiers and four standard forms.  The propositional logic has one unary connective (negation) and four of a 
possible sixteen binary connectives.  These simpler systems facilitate ease of learning and use, but the cost appears 
when one translates the richer and more complicated representations of ordinary cognition and language into these 
formal systems.  For this reason, translating real-world problems into the formal system remains heuristics in nature and 
dependent upon judgment. 

Hopefully, students have come to appreciate the relative strengths and weaknesses of native human inference abilities 
and formal deductive systems during the course.  The sections of the course covering probability and statistics likewise 
gave students some familiarity with formal inductive inference systems.  But until now the text has said significantly less 
about native human inductive inference abilities, disabilities, and biases.  The remainder of this chapter will focus on 
native human inductive inference processes, their strengths, presuppositions and their weaknesses. 

12.9 Induction: Ampliative, Presumptive, and Risky 
Deductive inferences trade inferential power for truth preservation.  The other major class (kind) of inferences--
inductive inferences--trade little bit of the inference’s guarantee of truth for increases in power, speed, and/or 
tractability.  As a result, inductive inferences can extend what one knows beyond what is guaranteed true given one’s 
current knowledge.  As a result, inductive inferences prove essential to surviving and thriving.  Whenever you make 
inferences about the future, like whether you will get paid next Friday, you use induction.  When you bring your past 
experiences about an object or context to your current situation, like when you infer that the 405 will be too crowded 
coming home from work, you use induction.  When you make inferences about that you cannot see based upon what 
you can see, like when you identify a partially obscured object, you use induction.  Indeed, you make explicit or implicit 
inductive inferences almost every minute of your conscious day. 
 
12.9.a Induction is Ampliative, Adding to a Reasoner’s Stock of Truths 



Inductive inferences seek to stretch the information available to the reasoner to cover new and possibly different 
situations.  Thus, inductive inference is ampliative.  
That is, inductive inference attempts to add 
information to a reasoner’s stock of truths.   All 
inductive inferences, as a result, transform one’s initial 
information in accordance with one or more implicit 
assumptions about the structure of the world or about 
a regularity in the way the world changes.  The implicit 
assumptions driving ampliative inferences take the 
form of the inference strategies or rules themselves-- 
the actual mechanisms of information transformation.  
As a rule, inductive inferences suppose (at least) that 
new situations will resemble old situations in some 
respect and to some degree. 

 
12.9.b Ampliative Inferences Presuppose Structure in the World 
Ampliative inferences extend the reach of inference beyond what must be true given what a reasoner already knows.  In 
order to extend beyond what must be true, ampliative inference strategies must leverage features of the world.  For 
instance, the British Empiricist philosopher David Hume characterized inductive inference as supposing that the future 
must resemble the past in certain respects and to certain degrees.113  All inductive inferences, as a result, transform 
one’s initial information in accordance with one or more implicit assumptions about the structure of the world or about 
a regularity in the way the world unfolds.  The implicit assumptions driving ampliative inferences take the form of the 
inference strategies or rules themselves--they are generally the actual mechanisms of information transformation.  
Ampilative inferences suppose (at least) that new situations will resemble old situations in some respect and to some 
degree.   An argument from analogy nicely illustrates that feature of ampliative inferences:  Suppose that you watch as 
movie starring Alicia Vikander and find it very good.  You might reason that other movies starring Alicia Vikander will 
also be of high quality.  In general, the sorts of implicit assumptions that drive ampliative inferences don’t always hold or 
hold to the degree one supposes.  For example, you may have just watched a major feature based upon classic novel 
with great screenplay and high production values, like Anna Karenina.  When you watch Seventh Son, you may find that 
it lacks the polish and intelligence of Anna Karenina. 
 
12.9.c Ampliative Inferences Trade Truth for Power Thereby Introducing Epistemic Risk 
The imperfect relationship between the truth of one’s initial information and the truth of the resulting inferentially 
generated information means that ampliative inferences trade truth for inferential power.  The truth of one’s initial 
information does not guarantee the truth of the conclusion.  Indeed, your disappointment with the Seventh Son results 
from the imperfect relationship between the overall quality of a movie and the actors in that movie.  The sorts of 
implicit assumptions that drive ampliative inferences don’t always hold or hold to the degree one supposes.  Hume 
searched for and ultimately despaired of finding a means of showing that his principle of inductive inference must be 
true given what he already knew.  The fundamental truth, therefore, is that ampliative inferences trade some of that 
guarantee for truth in order to purchase inferential power, speed, and/or tractability.  In other words, even a very good 
inductive inference can result in a conclusion that proves false.  As a result, all inductive inferences introduce a certain 
degree of epistemic risk—risk that your inference will not yield knowledge. 

12.9.d Good Ampliative Inferences Manage Their Risk 
The virtue of inductive inference, then, does not lie in the perfect preservation of truth from initial information to the 
conclusion.  One should not despair at the ineliminability of inductive epistemic risk.  The real inferential world falls 
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short of the best of all possible inferential worlds, but its flaws remain largely manageable.   Indeed, good ampliative 
inference processes generate highly probable information from true the initial information.    Very good inductive 
inferences transform true information to generate one’s conclusion in such a way that the conclusion’s being false 
proves very unlikely.  On other words, the conclusion of a good inductive inference proves very likely true.    Moreover, 
the best inductive inference processes manage epistemic risk by keeping track of the risks associated with a given 
inference and with techniques to mediating that risk.  Statistics, in fact, shines as an example of just such an inference 
method. 
    
12.9.e Statistics 
Two psychologists who have studied human inductive inference abilities, Amos Tversky and Daniel Kahneman, 
characterize representativeness as follows:114 

 
Representativeness is an assessment of the degree of correspondence between a sample and a population, an 
instance and a category, an act and an actor or, more generally, between and outcome and a model. (p. 22) 

The representativeness relation holds between a population and some bit of knowledge had by the reasoner—a sample 
of the population.  This relationship between the real world population and a sample—a small subset of instances taken 
from the population--provides the key to understanding most ampliative inferences.   Ampliative inferences move from 
a sample--partial information about objects, properties, events, or relations in some population to information making 
claims about those features in the entire population—a generalized conclusion. The sample, the partial information, 
serves as the data or evidence taken from the population, and the ampliative inference extrapolates from that sample—
that data or evidence--to make explicit claims about the entire population or novel members of that population.   

Thus, for Tversky and Kahneman representativeness 
provides the basis for statistical inference in that it 
uses the incidence of objects, properties, events, 
and/or relations within a sample (subset of the 
population) to infer the incidence of those objects, 
properties, events, and/or relations within a 
population. 

 

Diagram depicting (1) the relationship between a sample and a population, (2) the 
relationship between a unrepresentative sample and a population, and (3) the 
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 The material on statistics discusses how thinkers like 
Abraham De Moivre and Pierre Laplace developed 
human understanding of this relationship.  Specifically, mathematicians inferred the probabilities of drawing samples 
having specific frequencies when one knows the population frequency.  The most probable sample has a frequency 
equal to the frequency in the population.  Disappointingly, none of the samples prove particularly probable.  However, 
the distribution of those frequencies based on their probability created a symmetrical bell-shaped curve around the 
population frequency.  Moreover, the larger the samples the more closely the distribution clustered around the sample 
frequency matching the population frequency.  Mathematicians could then define intervals on that curve such that a 
reasoner could manipulate the probability of drawing a sample with a frequency that fell within the interval by 
manipulating its size.  Mathematicians defined a standard deviation as the interval within which a sample frequency 
would fall 67% of the time.  Two standard deviations defined and interval within which a sample frequency would fall 
95% of the time.  Finally, three standard deviations specify an interval such that the sample frequency falls within it 99% 
of the time.  While these moves were insightful, they only licensed inferences from known population frequencies to 
expected samples frequencies.  However, with the advent of the central limit theorem statistics became possible.  
Roughly speaking the central limit theorem demonstrates that the relationship between populations and likely sample 
frequencies also holds under certain conditions between sample frequencies and the likely populations that could give 
rise to that sample.  One could then define an interval, the margin of error, around the sample frequency that would 
capture the range of population frequencies such that 95% of the time the population frequency would fall within that 
range.  

Statistical inference proves reliable because it operates by collecting and analyzing samples in accordance with a set of 
methods and rules that intelligent and insightful individuals have been developing for almost 300 years.  Specifically, one 
tries to gather a sample from the population about which one wants to make an inference.  The reasoner randomly 
selects a reasonably large sample.  The reasoner then measures the features of each member of the sample in a manner 

that gives unbiased measurements.  These rules and 
methods act so that the dimensions and degrees of 
representativeness between the sample and the 
population remain relatively constant.  That is, the 
sample consistently corresponds to the population 
with regard to some target feature with relatively 
small variations.  In short, the value in the sample 
provides an excellent basis for estimating the value in 
the population.  The reasoner then formulates a 
hypothesis about range of possible population values 
in a manner accounting for sample error by specifying 
a range of values around the sample value. The history 
of statistics has largely been a history of refining and 
expanding upon this basic inference strategy to make 
increasingly powerful and varied inferences. 

12.10 Innate Inductive Inference Strategies: General Heuristics 
How do inductive inferences relate to System 1 and System 2?  General heuristics, the first tier of System 1, transform 
information inductively.  Specifically, these heuristics rely upon assumptions about the world to make ampliative 
inferences.  When these assumptions hold true for the context of an inference, then general heuristics prove good 
inductive inference processes.  Indeed, the fact that an individual hunter-gatherer’s experiences typify their 
environment proves crucial for understanding many general heuristics.  Similarly, many heuristics operate to modify our 
estimates of likelihood in light of new evidence as Bayes Theorem did in probability theory.  However, as we will see our 

Video outlining the mathematical exploration of the relationship between samples and 
populations underlying statistics.  Click on the diagram to watch. 
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native inductive inferences evolved to solve problems in relatively small, relatively stable, and relatively homogenous 
environments in which an individual’s experiences likely prove representative samples.  Systematic error can result 
when the inference context violates these inferential presuppositions.  Worse still, since System 1 inference processes 
tend towards autonomy (minimal reliance on working memory) reasoners often fail to notice when problems or 
potential problems arise with System 1 inference processes. 

12.10.a The Representativeness Heuristic 
 For example, consider a System 1 heuristic called the representativeness heuristic.78, 79, 81, 115-118   The representativeness 
heuristic, in contrast to contemporary statistics, uses one’s own concepts and schemas as samples of the population.  
Humans and proto-humans did not have the time or 
resources to select random, relatively large and 
methodologically unbiased samples from the 
population for each inference.  Instead, for most of 
the 4.4 to 7 million years of human and proto-human 
existence hunter-gatherers used their own 
experiences as a general purpose sample.  Specifically, 
the representativeness heuristic works to infer that 
the probability of an object, property, event, or 
relation in the world corresponds to how typical the 
object, property, event, or relation seems given one’s 
concepts and schemas-- the executive summaries of 
one’s experiences.  Using one’s concept as a sample, 
the representativeness heuristic estimates real-world 
probability based upon how typical the object, property, event, or relation appears to be given one’s concept.  In other 
words, the representativeness heuristic judges the likelihood of an object, property, event, or relation in the real world 
by judging the extent to which the object, property, event, or relation typifies the essential or salient features of one’s 
own models and concepts.  As a result, the representativeness heuristic relies on three assumptions:  (1) It assumes a 
high degree of representativeness of between one’s concepts and schemas and the parent population.  (2) It assumes 
that one’s concepts also contain adequate information about the specific relationships targeted in the current inference.  
(3) The representativeness heuristic assumes that it can measure the frequency of a feature in the sample/concept by 
how typical it seems given the concept and then infer that the sample frequency and the frequency in the parent 
population are roughly equal.  In short, typical features are very common and have high frequency while atypical 
features prove uncommon and have low frequency in the sample.  High frequency in the sample (measured by 
typicality) equals (roughly) high frequency in the population low sample frequencies equal low population frequencies.  
Typicality = Sample Frequency = Population Frequency.  

 For example, suppose that I ask you to estimate the respective probabilities that the fruit in my lunch is an apple, a 
watermelon, or an olive.  You will likely base the estimates you give me for the probabilities of each kind of fruit based 
upon typicality, .i.e., how typical each kind of fruit--apple, watermelon, and olive—is of a fruit given your fruit concept, 
i.e., how representative it is of your fruit concept.  Since people in North America tend to find apples very typical 
examples of fruits given their fruit concept, you will likely rate an apple as most likely.  Since olives no not have high 
typicality ratings, you will likely rate olives as the least probable fruit in my lunch. 

The representativeness heuristic, as an instance of inductive inference, relies upon the truth of its presuppositions in 
order to extend one’s knowledge beyond one’s experiences.  As a consequence, the representativeness heuristic 
generates good probability estimates for objects, properties, events, and/or relations in the real world whenever those 
presuppositions apply.  Conversely, the representativeness heuristic systematically generates poor estimates whenever 
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its presuppositions fail to apply.  Specifically, when one deals with a relatively small, stable, and homogenous population 
one’s experiences (concepts and schemas) are much more likely to provide a representative sample, and generate good 
estimates.  When one deals with larger, dynamic, and heterogeneous populations one’s experiences (concepts and 
schemas) prove less likely to provide a representative sample, and tend to generate bad estimates.  For instance, people 
expect chance events to look random.  When asked to rate the relative likelihood of the following two sequences of rolls 
of a fair die, people tend to rate the later sequence as far less likely: 1,3,5,2 or 3,3,3,3.  In fact, probability theory 
dictates that the two sequences are equiprobable (1/1296).   Similarly, when asked to rate the likelihood of dying on the 
job when working as a soldier, a police officer, or a refuse and recyclable materials collectors, people incorrectly rate 
police officer and soldier as more hazardous.   Refuse and recyclable materials collectors have a 33/1,000 fatal injury 
rate compared to 10.8/1,000 for police officers and 4.45/1,000 for U.S. soldiers serving in Iraq in 2006.119, 120 

12.10.b The Availability Heuristic 
The availability heuristic, also a general heuristic, generates estimates of real-world probability using one’s experiences 
as a sample.80, 81, 118, 121-123  Instead of relying upon one’s concepts and schemas as a ready-made general purpose sample, 
the availability heuristic implicitly assumes that one’s experiences in long-term memory are an equally accessible, 
representative sample of one’s environment.  It then “counts” or estimates the number of instances in your experience 
of a given property, object, event, or relation using ease of recall and/or imagination.  The easier one can recall instances 
of some event, the more common the event in one’s experience according to the availability heuristic.  The more 
common an event in one’s experience, the more probable the availability heuristic infers the event is in the real world. 

Biases of availability arise from the ease or difficulty associated with retrievability or imaginability of instances.  If one 
finds it easier to pull examples of one thing than another thing from memory; that first thing will appear more 
numerous, even if there are equal numbers of both.  Thus, availability can fail to support an inference in two ways:  (1) If 
one’s experiences fail to constitute a representative sample of one’s environment, then measuring probability by 
measuring ease of recall or ease of imagination will lead to systematic errors--a failure of representativeness.  (2) Since 
the availability heuristics measures frequency in the sample by ease of recall and/or ease of imagination, it often 
introduces methodological biases.  Unfortunately, factors such as salience, one’s life experiences, even the structure of 
memory can affect retrievability and imaginability.  Finally, (3) if recall is not a good measure of sample frequency 
and/or sample error drives the sample frequency away from the population frequency, then equating the sample 
frequency with the population frequency will lead to error. 

How might one’s experiences fail to achieve an 
adequate level of representativeness?  When one 
deals with a relatively small, stable, and homogenous 
population one’s experiences are much more likely to 
provide a representative sample and generate good 
estimates.  When one deals with larger, dynamic, and 
heterogeneous populations one’s experiences do not 
provide a representative sample and generate bad 
estimates.  For example, people misjudge the 
likelihood of two events co-occurring given the 
strength or weakness of their associations between 
the two.  Insofar as the strength or weakness of 
association aids or undermines ease of recall or 
imagination, these errors result from the availability 

heuristic.    To wit, many people believe that red cars get more speeding tickets.  This oft repeated urban legend has 
made it to the level official debunking by Snopes.com.  Though very little systematic study addressing such red-bias 

 
Video discussing the operation of the availability heuristic together with its implicit 
assumptions.  Click on diagram to view video. 
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exists—none of it supports a difference between red and other-colored cars when it comes to speeding tickets.  
Similarly, researchers investigated the subjective estimates of the likelihood of various lethal events like murder.124  
Researchers asked students to estimate the relative likelihood of two lethal events.  For example, subjects compared the 
relative likelihood of dying of a stroke vs all forms of accidental death.  At that time, fatal strokes were 85% more likely 
than all forms of accidental death combined.  However, only 20% of the students judged strokes more likely than all 
forms of accidental death.  The researchers conclude that: 

The judgments exhibited a highly consistent but systematically biased subjective scale of frequency. Two kinds 
of bias were identified: (a) a tendency to overestimate small frequencies and underestimate larger ones; and (b) 
a tendency to exaggerate the frequency of some specific causes and to underestimate the frequency of others, 
at any given level of objective frequency. These biases were traced to a number of possible sources, including 
disproportionate exposure, memorability, or imaginability of various events. S[ubject]s were unable to correct 
for these sources of bias when specifically instructed to avoid them. (p. 551)   

In other words, the subjects of the study seemed to estimate the frequency of each event in their experiences based 
upon the ease of recall or imaginability.  They then seem to infer a similar rate in the population.  That is, they seem to 
use the availability heuristic. 

How might the availability inference itself fail?  If one’s ease of recall and/or imagination does not accurately reflect the 
relative frequency in one’s experiences, then the inference process itself—and not one’s experiences—fails.  A classic 
example of such a failure occurs when one asks people to estimate likelihood of a randomly selected word starting with 
the letter “k” vs the likelihood of the word having “k” as the third letter.80  People overwhelmingly judge the likelihood 
of the word starting with a “k” more probable despite the fact that words with “k” as the third letter vastly outnumber 
words starting with “k”.   Ease of recall fails to accurately estimate the ratio in such cases because the human lexical 
(word) memory easily recalls words by first and last letter place, but cannot recall words easily based upon other letter 
places.  This indexing of events for ease of recall under some cues is not at all uncommon in human cognition.122  Such 
strategies again trade speed and power for truth. 

12.10.c The Affect Heuristic 
Previous chapters discuss the role of positive and negative affect upon inferences and decisions.  Researchers in the 
heuristics and biases literature in cognitive science sometimes refer to the influence and potential biases of affective 
framing as the affect heuristic.76, 125-130  The affect heuristic refers to the impact of affective framing, i.e., mood, on belief 
formation and likelihood estimation.  The affect heuristic does not infer beliefs or make likelihood estimates.  Rather, it 
impacts other processes that make such inferences.  Slovic and colleagues describe the operation of the affect heuristic 
as follows:128 
 

…people judge a risk not only by what they think about it but also by how they feel about it. If their feelings 
toward an activity are favorable, they tend to judge the risks as low and the benefits as high; if their feelings 
toward the activity are unfavorable, they tend to make the opposite judgment—high risk and low benefit (i.e., 
the affect heuristic; Finucane, Alhakami, Slovic, & Johnson, 2000). (p.323) 

 
Previous chapter discussed how affective framing can influence decisions in the concepts, meaning, and definition 
chapter.  Indeed, persuasive definitions operate to create affective framing.  Similarly, the informal fallacies of appeal to 
force and ad hominem or argument against the person employed affect framing to influence reasoning.  A study by 
Wright and Bower links mood to subjective probability assessments in a similar fashion:130 

Subjective probabilities were reported by subjects in a happy, neutral, or sad mood for personal and 
nonpersonal events. … Large, consistent mood effects are indicated. Relative to control subjects, happy people 
are “optimistic; ” i.e., they report higher probabilities for positive events and lower probabilities for negative 
events. Conversely, sad people are “pessimistic,” providing lower (higher) probabilities for positive (negative) 
events. Mood-state-dependent retrieval of information is indicated. (p.276) 



Why might affective state (mood) have such a strong 
influence upon estimates of likelihood and belief 
formation?  Affective states provide reasoners with a 
rough index of their current state of well-being and 
sense of the overall threat level.  Positive affective 
states signal higher levels of well-being/lower threat 
levels.  Negative affective states signal lower levels of 
well-being/higher threat levels.   As a result, when one 
enters into a negative affective state the brain begins 
to adopt more conservative belief formation stance as 
well as more conservative approaches to likelihood 
estimation.  In effect, it follows the rule, “when in 
danger be careful.” In contrast, when one enters into 
a positive affective state the brain begins to adopt less 

conservative belief formation stance as well as less conservative approaches to likelihood estimation.   In effect, living by 
the creed, “don’t worry, be happy.” 

12.3.d Anchoring and Adjustment 
The next general heuristic used to infer likelihoods from evidence goes under the name of, “anchoring and 
adjustment.”81, 118, 131, 132  Anchoring and adjustment, or just anchoring or cognitive anchoring, refers to a process by 
which one tends to anchor one’s estimates of the likelihood of a property, object, event, or relation to information 
currently available—regardless of its evidential relevance.  Daniel Kahneman and Emos Tversky study anchoring and 
adjustment as a general heuristic estimating likelihood of a property, object, event, or relation based upon information 
currently available regardless of its evidential merit.   Their rather startling experiment exposes the potential pitfalls of 
anchoring and adjustment.133  Kahneman and Tversky give subjects a random anchor point, i.e., some irrelevant data, by 
spinning a numbered wheel (0-100) rigged to land on either 10 or 65.  Kahneman and Tversky then ask subjects to 
estimate whether the percentage of African countries in the United Nations falls above or below the wheel’s number (10 
or 65).  Finally, the researchers ask subjects to estimate the percentage of African countries in the United Nations.   
Those subjects anchored with 10 average estimates of 25%, while those anchored with 65 average estimates of 45%.  In 
other words, the anchor values, though seemingly random and definitely irrelevant nevertheless 

affect subject estimates.81 

Similarly Chen and Kemp report the anchoring effects 
of self-assessments in the evaluation of retention and 
tenure cases in universities in their brilliantly named 
paper, “Lie hard: The effect of self-assessments on 
academic promotion decisions.”134  Self-assessments 
are notoriously unreliable.  In fact, research indicates 
that self-assessments prove poorly calibrated and 
often inversely proportional to actual competence 
(i.e., very high self-appraisals tend to be given by less 
competent people).135-139   Chen and Kemp summarize 
their findings in a rather understated fashion:134 

 Practically, the results confirm the common wisdom that it is unwise to use self-assessments for organizational 
administrative purposes. Raters, supervisors, and decision-makers in promotion processes that use self-
assessments are all likely to be biased by them, even when objective evidence is also available, and there does 
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not appear to be a simple way to guard against the influence. For applicants the message is that modesty in self-
assessment is unlikely to serve them well. (p.587) 

Anchoring and adjustment operates by implicitly assuming that the contextual information from the immediate 
environment is likely to be both adequate and representative for making inferences and decisions within that context.  
As a result, more sophisticated techniques for evaluating evidential merit need not be employed.  Such an assumption 
looks more plausible given that for most of the 4.4 to 7 million years of hunter-gatherer existence the vast majority of 
inferences and decisions consisted of reactive, relatively simple, and concrete problem-solving linked to specific 
contents (problems) and contexts (situations).  Systematic error occurs when problems require information that is not 
present or salient in the problem context or when salient information proves irrelevant or unrepresentative. 

12.3.e Confirmation Bias 
So far the chapter has focused on processes whereby people make inferences about likelihoods based upon current or 
past experience.  Confirmation bias (also called “confirmatory bias” and “myside bias”) speaks to how people seek out 
information, remember information, and utilize that information.140-145    Confirmation bias works to shape how humans 
gather, remember, and utilize information.  Specifically, human beings exhibit confirmation bias when they  

preferentially seek out or interpret information 
confirming their existing or potential attitudes, beliefs 
or likelihood assessments.  Though the term bias 
suggests prejudice, the use of bias here only indicates 
a stronger disposition towards searching for, 
remembering, and utilizing confirming evidence over 
disconfirming evidence.  Confirmation bias works to 
shape how humans gather, remember, and utilize 
information, but it is not an inference process that 
forms beliefs directly or makes estimates of likelihood.  
Rather, it shapes how people seek-out and recall 
information when forming beliefs and/or estimating 
likelihoods.   

One can think of confirmation bias as serving a useful purpose insofar as it leads someone to look for information that 
will provide additional evidence for their beliefs.   Nevertheless, confirmation bias also acts to reinforce one’s beliefs--
even in the face of strong disconfirming evidence.   For instance, Robert Carroll gives a nice example of confirmation bias 
in the skeptic’s dictionary.  Carroll notes that many psychic researchers have adopted a practice of letting the psychic or 
the experimenter decide when the trials for an experiment start and stop.  As Carroll notes,146  

In many tests of psychic powers the subject is allowed to start or stop whenever he or she feels like it. For 
example, the subject may go through some warm-ups trying to psychically receive numbers or Zener card icons 
being psychically transmitted by another person. The responses of the warm-ups are recorded, however, and if 
they look good (i.e., seem to be better than would be expected by chance) then the responses are counted in 
the experimental data. If not, then the data is discarded. Likewise, if the psychic has had a good run at guessing 
numbers of card suits and starts to have a bad run, he can call it quits. 

 
Video discussing the operation of confirmation bias together with its implicit 
assumptions.  Click on diagram to view video. 






In other words, the optional start/stop allows a researcher, even a 
conscientious researcher, to bias the results of an experiment either for 
or against psychic powers.  How could this happen?  It’s easy.  Optional 
start/stop allows the experimenter or subject, in effect, to choose the 
data that counts as evidence for or against psychic powers.  Indeed, 
concerns about the bias of the experimenter or subject affecting data 
prompted the introduction of “blind studies.”   In blind studies the 
experimenter, the subjects, or both do not know, for instance, whether 
an individual subject is getting the medication or an inert substance.  
Indeed, experimenter and subject bias are two important sources of 
error in scientific experiments across all areas of science. 

But confirmation bias is not limited to scientific research and scientists.  
One can find recognition of confirmation bias by thinkers of all stripes 
and in their thinking.  Leo Tolstoy, the Russian fiction writer, opines in 
his book, “What Is Art?”:147 

I know that most men—not only those considered clever, but even those who are very clever, and capable of 
understanding most difficult scientific, mathematical, or philosophic problems—can very seldom discern even 
the simplest and most obvious truth if it be such as to oblige them to admit the falsity of conclusions they have 
formed, perhaps with much difficulty—conclusions of which they are proud, which they have taught to others, 
and on which they have built their lives. (p.198) 

Likewise, mundane examples of confirmation bias abound.  For example, if you suspect your significant other of cheating 
on you, you might well look for more evidence to support your suspicion rather than evidence of their faithfulness.  The 
third information ecosystems chapter encouraged people to fight confirmation bias—and for good reason.   As the chart 
(above, left) indicates people tend to watch news programs that reflect their political orientation—reflecting the 
confirmation bias of their viewership.  MSNBC ad spending is dominated by democratic ads at 84.58%, while Fox News 
represents the inverse with 83.85% of spending going for republican ads.   

12.3.f Belief Perseverance 
Belief perseverance differs from the previous judgment heuristics in that it functions, not to form new beliefs or 
likelihood estimates, but to modify those beliefs and estimates in light of new evidence.  Belief perseverance an be 
illustrated by a joke one of my undergraduate math professors told me when I announced I planned to major in 
philosophy and not math:  

The chairs of the philosophy department, the math department, and the physics department are sitting in the 
dean’s office waiting to meet him.  They sit in silence until at last the mathematics chair turns to the physics 
chair and proclaims: “You physicists make me sick.  You need all these gadgets and experiments to discover the 
nature of reality.  All a mathematician needs is some paper, a pencil, and a wastepaper basket.”  At which point 
the philosopher looks up, clearly puzzled, and says, “Wastepaper basket?!?!?” 

 
Belief perseverance tends to anchor to one’s current estimate of likelihood or one’s degree of belief and fail to adjust  

 
Poltical ads reflect how one’s choice of news channels reflects 
one’s political orientation.  From: The Daily Signal 

https://www.dailysignal.com/2014/10/17/republicans-go-golf-channel-democrats-pick-e-fascinating-facts-political-tv-ads/


appropriately when new, relevant evidence presents 
itself.   Lee Ross and his colleagues demonstrate belief 
perseverance—in a telling experiment:148  Ross and 
colleagues ask high school juniors and seniors to 
examine 25 cards, each containing one real and one 
fictitious suicide note and determine which of the pair 
was actually written by a suicide victim.  Subjects are 
given a number for the average correct responses in 
the task.  After each card, the researchers give 
subjects feedback as to the accuracy of their 
judgments.  However, the feedback each subject 
receives does not reflect actual performance.  The 
type of feedback depends upon which experimental 
group the subject is assigned.  Some subjects receive 
greater positive (correct) feedback than expected average, others receive less positive feedback than the expect 
average, and others receive the expected average positive feedback.   Once subjects finish their cards and take a break, 
the experimenters inform the subjects of the inaccurate nature of their experimentally manipulated feedback and ask 
the subjects to acknowledge the inaccuracy and its purpose.  Following the debunking of their performance on the 
artificial task, subjects estimate their likely performance on a second, equally difficult set of 25 cards as well as their 
actual performance relative to the average performance on the original set of 25 cards.  Ross and his colleagues 
summarize the results of their experiments as follows:148 

These assessments of performance and ability showed a clear perseverance effect.  Despite thorough debriefing, 
the greater the subject's apparent initial success, the higher were the scores she estimated for past and future 
performances.  … Only 3 of the 20 success condition subjects thought that their actual scores were worse than 
average, while only 3 failure condition subjects estimated that their scores as better than average (p.884) 

Anchoring and adjustment facilitates inferences from initial experiences to beliefs about or likelihood estimates for 
properties, objects, events, or relations.  Perseverance facilitates the revision of confidence levels for beliefs or 
likelihood estimates in light of new evidence.148, 149  As with the previous general judgment heuristics, these processes 
implicitly assume a relationship between a reasoner’s information (sample) and the real world values (populations).   
Both heuristics assume a homogenous, stable, and small environment.  Anchoring and Adjustment takes the contextual 
information as part of its sample assuming that the information that is available in a reasoner’s experience of the 
immediate environment and that the reasoner associates with a property, object, event, or relation for the purpose of 
making an inference will prove highly representative of that property, object, event, or relation in the population.  
Perseverance relies upon two implicit assumptions.  (1) One ought to assign a relatively low default evidential weight to 
new evidence absent other indications.  (2) Concrete beliefs and estimates of likelihood based upon relatively few, 
generally reliable sources of information prove veridical on the whole and should be revised conservatively.     

As with the previous judgment heuristics, systematic error results from (1) a failure of representativeness in one’s 
sample, i.e., experiences, or (2) a failure of the inferential process itself due to a violation of its implicit assumptions.  
Thus, one ought to ask, “How might one’s experiences fail to achieve an adequate level of representativeness?”   In the 
case of anchoring and adjustment, failures of representativeness result when irrelevant or inaccurate information 
becomes associated with the property, object, event, or relation in one’s immediate experiences.  Thus, by asking 
subjects to estimate the percentage of African countries in the U.N. relative to the value of the wheel, Kahneman and 
Tversky associate irrelevant information with the property of U.N. membership—thereby anchoring the student’s 
estimates.  With perseverance, inaccurate likelihood estimates or beliefs prove unrepresentative.  Perseverance acts to 
shield those unrepresentative beliefs and estimates from future evidence.    

 
Video depicting the operation and implicit assumptions of belief perseverance.  Click of 
diagram to watch video. 






How might the perseverance inference itself fail?  One might argue that perseverance always fails as process of revision 
for beliefs and likelihood estimates.  Recall that the probability lecture introduces Bayes Theorem.  Bayes Theorem, as a 
theorem of probability theory, always correctly modifies likelihood estimates in light of new evidence and the 
conditional probability of the event given the evidence.  Perseverance, so the argument goes, always acts to discount 
the evidential value of new information—violating Bayes Theorem.  However, the case proves more complicated than 
the just-rehearsed argument suggests.  As with all ampliative inference rules, perseverance implicitly assumes that one 
already has true beliefs and/or accurate likelihood estimates.  When one already has highly evinced beliefs or very 
accurate likelihood estimates, new evidence will only result in small revisions—even using Bayes theorem.  Additionally, 
Bayes Theorem requires that one know the specific strength of the evidence.  But one rarely knows the exact strength of 
the evidence one considers.  Thus, one can see that perseverance acts to provide reasoners with a conservative guess 
about the evidential value of new evidence.  Finally, as we learned Bayes Theorem requires one to carry out somewhat 
complex computations.  Perseverance trades truth (or accuracy) for speed and power.  It allows reasoners to update 
their beliefs and likelihood estimates without complex computations that heavily tax finite cognitive resources.  It 
likewise operates in cases absent concrete numbers for evidential strength.  The cost for these inferential benefits 
comes with the increased risk of false beliefs or inaccurate confidence levels/likelihood estimates that these 
assumptions bring. 

12.10.f The Backfire Effect 
The third ecosystems chapter recommends exposing oneself to sources with high levels of accuracy and fecundity but of 
different slants.  The idea is that by exposing oneself to other perspectives and opinions one can potentially temper the  

impact of confirmation bias and belief perseverance.  
However, this recommendation comes with a caveat 
(warning).  Some research suggests that when people 
are exposed to evidence that challenges emotionally 
or cognitively salient beliefs—like the beliefs at the 
core of one’s worldview—these people often report 
increased confidence in their belief.150-154  Researchers 
label this tendency to respond in a contrary fashion to 
disconfirming evidence “the backfire effect.”   

If we speculate why the backfire effect operates in the 
manner that it does, it might have to do with the 
importance of a stable core set of beliefs in one’s 
worldview.  As noted with respect to belief 

perseverance, beliefs based upon relatively few, generally reliable sources of information gathered in a relatively 
homogenous, stable, and small environment tend to prove trustworthy.  Additionally, when one lives a subsistence living 
like most proto-human and human hunter-gatherers likely did a relatively conservative attitude towards the core 
elements of one’s worldview might well prove beneficial.  Thus, cognitively and/or emotionally salient or central 
components of one’s worldview should be strongly conserved in such circumstances as abandonment likely poses a 
greater risk. 
 
Does the backfire effect mean that people can do nothing to mitigate confirmation bias and belief perseverance?  I 
would say no.  However, effective critical thinkers must cultivate a desire to form only true or highly evinced beliefs and 
accurate likelihood estimates.  One must maintain an open mind—even when the emotional and/or ideological stakes 
are high.  Likewise, research does suggest that repeatedly exposing oneself to potentially disconfirming evidence does 
mitigate belief perseverance and the backfire effect. 

 
Video discussing the operation of the backfire effect together with its implicit 
assumptions.  Click on diagram to view video. 






12.11 The Nature of Cognitive Illusions 
This chapter has sought to rehearse the basics of human inference abilities, limitations and biases.  Serious challenges 
exist for reasoners as they make inferences in a complex and variable world.  These challenges are often exacerbated by 
the fact that human cognitive architecture as well as inference strategies have evolved to solve significantly different 
problems than the problems faced by contemporary humans.  Furthermore, the environment in which humans solve 
problems has transformed from a relatively small, stable, and homogenous environment to a relatively large, dynamic, 
and heterogeneous environment.  While most inference and decision problems faced by hunter-gatherers consisted of 
reactive, relatively simple, and concrete problem-solving linked to specific contents (problems) and contexts (situations), 
a more variable and complex environment demands greater sensitivity to the underlying structural features of problems 
holding across contexts.  Finally, limitations in working memory capacity render conscious oversight of inferences and  

decisions limited and somewhat unreliable.  Thus, 
cognitive illusions appear in the intellectual lives of human 
reasoners in a manner similar to visual illusions.  Consider, 
for instance, the St. Louis arch; the arch appears to have a 
much greater height than width.  In fact,it the arch’s height 
and width are an identical 630 feet.  The arch appears 
asymmetrical because the visual system processes the 
image utilizing false assumptions about the relative size of 
the base and the apex.  While one can come to conscious 
awareness of this illusion, the mechanisms that give rise to 
it remain in operation.  Conscious awareness can mitigate 
such illusions, but it cannot alter the architecture and 
strategies hardwired into the visual brain.  The same holds 
for cognitive illusions.  System 1 and System 2 have 
evolved as architecture and solution strategies over 
millions of years.  Their basic properties cannot be altered 
significantly. 

12.11.a The Moral 
Given the fixed points of the human cognitive condition, one can only hope to manage and mitigate the costs of such 
illusions by cultivating habits and knowledge to affect change in belief and decision outcomes when it matters most.  
The techniques and knowledge covered in this class represent the insights and bug fixes for the human cognitive system 
diagnosed and developed by the greatest minds of the last nearly three millennia.  Students who utilize these methods 
and insights can significantly improve their lives and the lives of everyone they affect.  It is my fervent hope that this text 
and course can provide the seeds from which students can cultivate a more productive, sustainable, and satisfying life. 
 
Key Terms 
Belief Perseverance: Belief perseverance operates automatically and relatively autonomously in a manner consistent 
with strategy 1. Belief perseverance acts as a mechanism for reassessing one’s beliefs and/or confidence in (probability 
of) one’s beliefs in light of new evidence.   It, therefore, operates in a fashion analogous to Bayes Theorem in probability 
theory.  Once a person comes to believe something or makes an assessment of its likelihood, they tend to resist revising 
that assessment or abandoning that belief in light of new evidence.  People will systematically assign lower evidential 
weight to new, negative evidence even when that evidence is overwhelming and even when the altering confidence or 
abandoning the belief has little risk or cost to them.  

 
Picture of the St. Louis arch—a large, human constructed visual illusion.  From: 
Smithsonian Magazine 

https://www.smithsonianmag.com/history/story-st-louis-gateway-arch-180956624/


Content-dependent Inference Strategies: Context-dependent inference strategies automatically guide inferences, but 
do so only in specific kinds of situations.   For instance, human conditional reasoning and the evaluation of conditional 
statements proves much better in deontic (below) situations.  Like general heuristics (below), context-dependent 
inference strategies exhibit (a) innateness, (b) automaticity (they work automatically without having to think about or 
choose them) (c) contextualization (i.e., System 1 inference strategies operate by bringing contextual and content-
relevant information to bear on the problem), as well as exhibiting limited conscious (d) awareness, (e) oversight, and (f) 
insight. 

Contextualized (Contextualization):  A term used to describe how human reasoning and assessment of one’s own 
reasoning and the reasoning of others is strongly shaped by the content of one’s inferences or argument as well as the 
context of those inferences or arguments.  For example, people tend to judge arguments as better when they agree with 
the conclusion of the argument and worse when they disagree with the conclusion.  This particular content effect is 
called the belief bias. 

Deontic: Deontic is an adjective indicating that the noun is related somehow to permission, duty, obligation, or similar 
normative concepts.  For example, deontic contexts specify a set of contexts in which permission, duty, or obligation 
issues arise. “Should I run this stop light?” is a deontic question in that it concerns one’s actions in relation to norms.  As 
an aside, never run stoplights. 

Deductive inference: Deductive inferences work to preserve the truth of the initial information across the inferential 
transformation.  Thus, good deductive inferences (valid deductive inferences) operate such that if the initial information 
is true, the inferential transformation generates necessarily true information.  Deductive inferences, as a result, can only 
reveal what must be true given the truth of one’s initial information.   

General Heuristics: General heuristics consist of innate, automatic, inference strategies one utilizes in general problem 
solving (that’s the general part) and which involve the implicit presupposition of various facts about the problem or the 
world in order to generate solutions in a timely fashion given the information available (that’s the heuristic part).   

Inductive Inference: Inductive inference extends one’s stock of truths by implicitly or explicitly assuming the truth of 
one or more assumptions regarding the structure of the world or assumptions regarding one or more regularities in the 
way the world changes.  Inductive inferences, by making such assumptions, introduce a degree of risk into one’s 
inferences.  Specifically, the implicit presupposition may prove false, thereby generating a false belief.  Your internet 
provider might have a specific problem that it identifies and fixes before the next rain.  In such a case, the inductive 
inference that your internet service will fail with the next rain generates a false belief.  The imperfect relationship 
between the truth of one’s initial information and the truth of the resulting inferentially generated information means 
that inductive inferences trade truth for inferential power.  The truth of one’s initial information does not guarantee the 
truth of the conclusion, but good inductive inferences generate highly probable information from true the initial 
information. 

Inference: Inferences are psychological processes that take the explicit information available to them and transform it 
into new explicit information that is now available for some other process, to store in memory, or for guiding action.  For 
example, when one uses the manufacturer’s instructions to assemble some furniture, one takes explicit information 
about the steps involved in assembly gathered through vision to infer sequences of motor actions that will bring out the 
complete, assembled piece of furniture—hopefully.  

Population: Statisticians refer to the larger real world collection of individuals from which one takes a sample as the 
population or as the target population.  For instance, the U.S. Census took a sample from the target population of 
humans living in the U.S.. 



The Backfire Effect: When people are exposed to evidence that challenges emotionally or cognitively salient beliefs—
like the beliefs at the core of one’s worldview—these people often report increasing their confidence in their belief.  
Researchers label this tendency to respond in a contrary fashion to disconfirming evidence “the backfire effect.” 

The Representativeness Heuristic: The representativeness heuristic operates using strategy 1.  It automatically and 
autonomously infers that the probability of an object, property, event, or relation in the world corresponds to how 
typical the object, property, event, or relation seems in one’s own experiences.  Specifically, the representativeness 
heuristic estimates real-world probability based upon how typical the object, property, event, or relation appears to be 
given one’s concepts and schemas—the executive summaries of one’s experiences.  In other words, the 
representativeness heuristic judges the likelihood of an object, property, event, or relation in the real world by judging 
the extent to which it typifies the essential or salient features of one’s own models and concepts.  For example, people 
often judge a series of rolls of a die that yields 3,3,3 less probable than a series that yields 4,2,6 because the latter seems 
more representative of a series that would result from a random processes like rolling dice.  

Sample: In statistics researchers refer to a sample as a comparatively small group of individuals or objects from a larger, 
real-world population (target population).  The researchers collect information from the sample in order to make 
statistical inferences about the individuals in the real-world target population.  For example, news organizations 
regularly interview a sample of “likely voters” from the U.S. population.  Based upon the information from these likely 
voters regarding likely choice in an election, news organizations make inferences about who voters in the U.S. 
population overall are likely to choose in an election.   

System 1:  System 1 consists of both general heuristics and context-dependent inference strategies.  This system 
evolved so that humans have innate dispositions that automatically engage when facing a problem.  The strategies tend 
to contextualize the problem by relying upon the specific context and content of the problem.  System 1 inference 
strategies require little conscious awareness and oversight to operate.  As a result, these strategies allow for very little 
conscious access into their functioning and very little conscious oversight of their operations.  System 1 strategies share 
the properties of (a) innateness, (b) automaticity (they work automatically without having to think about or choose 
them) (c) contextualization (i.e., System 1 inference strategies operate by bringing contextual and content-relevant 
information to bear on the problem), as well as exhibiting limited conscious (d) awareness, (e) oversight, and (f) insight. 

System 2: System 2 inference strategies, in contrast, consist of learned knowledge and techniques.  Strategies in System 
2 do not automatically engage when a reasoner faces a problem.  Indeed, they prove difficult to engage.  System 2 
strategies require conscious awareness and oversight to operate.    However, they tend to compensate for the sorts of 
weaknesses inherent in System 1 strategies and prove more generally reliable because they tend embody more 
decontextualized solution strategies.   System 2 inference strategies also provide humans with greater conscious insight 
and oversight into their inferences. 
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